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About This Guide

This section describes the purpose, audience, and organizatiorNsfteherking
Services Technology OvervieWt also includes a list of related Cascade
documentation.

Purpose

The Networking Services Technology Overviaavides technical information on
Cascade’s networking services and on the technologies used by these services. -
guide is intended to serve as a companion to botG&seadeView/UX Network
Configuration Guideand theCascade 500 Network Administrator's Guids well as

a stand-alone reference.

The Networking Services Technology Overviewmot an exhaustive overview of the
various technologies. The primary goal of this guide is to help Cascade network
administrators understand and properly provision network services. This guide
emphasizes the aspects of the technologies that are particularly relevant to Casce
products.
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Audience

The Networking Services Technology Overviswntended for anyone who wants to
understand the networking services supported on the Cascade WAN switching
platforms. It also provides background information for the network administrator c
operator who is responsible for configuring a Cascade switch and provisioning
services.

Readers should be familiar with basic networking concepts and terminology.

Document Conventions

In this document, important terms ataicizedin bold typeface when accompanied
by a definition or discussion of the term.

An arrow and a shaded box, as shown below, means reader take note. These not
point out special information about Cascade’s implementation of the networking
service or technology.

b Sample text.
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Organization

This guide is organized into five chapters as follows:

Chapter 1, “Introduction,” introduces the reader to Cascade’s networking servi
and provides an overview of Cascade’s current products, their components, ar
key features.

Chapter 2, “Frame Relay Services,” discusses the background and basic conc
of Frame Relay, as well as Cascade-specific details for understanding and
provisioning Frame Relay services on the Cascade switch.

Chapter 3, “SMDS Services,” discusses SMDS concepts with special attentior
low-speed SMDS architecture. This chapter also includes information on how
Cascade switch functions in the role of SMDS Access Server/Switch and for
provisioning SMDS services.

Chapter 4, “ATM Services,” discusses the underlying concepts of ATM. This
chapter also defines how the Cascade 500 ATM switch implements pure ATM c
switching.

Chapter 5, “ISDN Services,” discusses the basic concepts of ISDN. This char
also discusses Cascade’s ISDN fault-tolerant services for supporting
mission-critical network applications.

The Glossary defines many of the technical terms used in this guide.

The Index provides a cross-reference listing of topics and entries for information
contained in this guide.
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Related Cascade Documentation

Following is a list of Cascade publications containing related information:

Cascade 500 Hardware Installation Guide
(Product Code: 80011)

Cascade 500 Network Administrator's Guide
(Product Code: 80012)

CascadeView/UX Network Management Station Installation Guide
(Product Code: 80014)

CascadeView/UX Network Configuration Guide
(Product Code: 80017)

CascadeView/UX Diagnostic and Troubleshooting Guide
(Product Code: 80018)

Cascade B-STDX 8000/9000 Hardware Installation Guide
(Product Code: 80005)

Cascade STDX 6000 Hardware Installation Guide
(Product Code: 80006)

STDX and B-STDX MIB Definitions
(Product Code: 80015)

For specific release-related information about the Cascade switch software, refer t
accompanying product release notes.
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Introduction

Welcome to the Cascade Multiservice WAN
Platforms

The Cascade STDX and B-STDX family of switches, along with the Cascade 500
ATM switch, provide a flexible, cost-effective, multiservice Wide Area Network
(WAN) platform for internetworking among Frame Relay, Switched Multimegabit
Data Service (SMDS), and Asynchronous Transfer Mode (ATM) networks. By
providing all three broadband packet services, Cascade gives you the flexibility of
choosing the service that suits your particular network applications.

All of Cascade’s switches accommodate multiple IO modules to support numerou:
interface specifications, data rates, and protocols. Together, these platforms comg:
an extensible family of switches that provides a standards-based foundation to me
the needs of a public carrier or a privately managed WAN.

STDX 6000

The STDX 6000 is a 6-slot, modular, Frame Relay switch. It provides a Frame Re
infrastructure for either public carrier or privately managed WAN-based networks.
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B-STDX 8000/9000

The B-STDX 8000 is an 8-slot, modular, multiservice platform. It is designed to
provide cost-effective solutions for low-density to medium-density sites within publ
network carriers and enterprise end-user networks.

The B-STDX 9000 is a 16-slot, high capacity, modular, multiservice platform for
internetworking among broadband networks. The B-STDX 9000 is designed to
accommodate large networks with high-bandwidth requirements.

Cascade 500

The Cascade 500 is a 16-slot, modular ATM switch. It is designed to play a key rol
the center of public network carriers’ ATM, Frame Relay, and SMDS service
networks, as well as in large enterprise end-user networks.

b For specific information about the type of Cascade switch
you have and its hardware architecture, refer to its
accompanying hardware installation guide. In this guide,
references to Cascade switch apply to all models unless
specified otherwise.

Networking Services

As a multiservice WAN platform, Cascade switches support Frame Relay, SMDS, :
ATM networking services. In addition, Cascade provides ISDN fault-tolerant servic
for enhancing network reliability to support mission-critical applications.

Frame Relay Services

Cascade |10 modules can act as Data Communications Equipment (DCE) or Data
Terminal Equipment (DTE) devices at transmission rates of 2.4 Kbps to 45 Mbps,
providing the Permanent Virtual Circuit (PVC) functions are configured as follows:

* Frame Relay switch interface (UNI-DCE)
* Frame Relay feeder interface (UNI-DTE)
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* FrameRelay Network-to-Network Interface (NNI)
* Leased line trunk
e OPTimum inte-switch trunk over Frame Relay

If the incoming trafic is not in Frame Relay format, thCascaeé switch cean either
encapsulate framed HDLC data into Frame Reatapat (FRAD) br protocols such
as X.25/HDLC and SA/SDLC, or translat the trdfic in point-to-point protocols,
sud as IP and IPXito Frame Relay data.

For more information abolrame Relg, refer to Chapter 2, “Frame Relg Services.”
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Switched Multimegabit Data Se rvices (SMDS)

Cascadeprovides Swiched Multimegalit Data Services (SMDS) defired by Bellcore
and theSMDS Interest Groupfor SMDS DXI (Data Exchangelnterface), SNI
(SubsgriberNetwork Interface), and SSI (Server-Switch Interface) at speedsranging
from 56 Kbps to 45 Mbps.

Cascade SMDS sdces enhlethe Cascade switcl perform actualSMDS
switchingby routing SMDS datgadketsover Cascade switch tnks usng the OSPF
routing probcol. You can canect Cascade BTDX 8000/90® switches to & SMDS
Distributed Queue Duaus through an SMDS Data Service UnitSD).

For more information about the SMDS Access @arand switching system s@ges,
refer to Chapter 3, “SMDS Sevices.”

Asyn chronous Transfer Mode ( ATM) Services

The Cascade B-STDX 8000/9000 switprovidesATM DXI DTE ard DCE ard ATM
UNI Version 31 DTE and DCE nterfaces. The Casda 5@ ATM switch provides a
DS3/E3ATM UNI interface as well as an OC3ci$1-1 and OC12¢/STM-ATM
UNI interface

In addition, tle Cascad family of switches povides the foll owing:

* ATM capaility and standards compliace acording to ATM UNI specfications
to build reliableATM wide area networks.

» Existing nework sevices, sub as Frame Relay and SMDB8ice ¢ video
circuits, to mée use d the ATM nework.

Networking Services Technology Overview




Networking Services A
ASCEND

e Conversionof Frame Relayd ATM using the establisklestandadls for ATM
adaptation usng AALS.

e Circuit emulaton usirg the established stdards forATM adaptatiorusing
AALL.

For more information abouATM implementation an the
Cascade 508TM switch, referto Chapter 4;ATM Senices.”

ISDN Fault- Tolerant Se rvices

Fault tolerarce isa method for providing redundarcy in hardware systens to protect
agains$ downtime slould ore of the redundarn systems ncompaentsfail. For the
Cascade B-STDX 8m/9000, fault tolerance is pwvided via relundang 10 madules
and pwer suppies. Fault toleranceisalso provided by thecapability for the
hot-swapping replacement of parts whil e the switch is running.

ISDN faut-tolerant sevices ae sotware fundions that éfer an addional measure of
reliability for sypporting theuninterrupted fow of critical tréeffic between surce and
destnation Someof these functiosare ntegrd to the neworking service such as
dynamic reouting, while others are optional features.

To increase reliability &/ond that povidedby the hardvare andnetworking service,
Cascaderovides additional sofivare-based servicegsigned to gpport
mission-citical appicatons. This added réhhlity is critical tofinancialinsitutions
where ay interruptian in servie could be dvastatimg to theirbusiness.

Thefirstof these ISDN fali-tolerant networkng sevices isl SDN Trunk Backup.
ISDN Trunk Backup refersto the capability othe switch to set up oree more backyp
trunks to replace primary trunk, and then reroute aPVCs from the primary trak to
the badkup or otheravailable trunks.
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The PVCs remain reroutash the backip trurks wntil trunk restoratio occurs.
During trunk restorationthe PVCs are reroutdrom the backp trunk(s) aul the
backup trunk(s) ae cleared.

Cascade provides two additionalfault toleant service:
* Fault Tolerant PVC
e AccessFailure Reovery

Fault-Tolerant P\C allows a sebf backup ports on the

B-STDX 80@/9000 switch to restore connections frarfailed data ceter to the
backup daacenter. When enabledFault-Tolerant PVC reroutes alf@cted Frame
Relay PVCs to thbadup setof ports.

Accesdrailure Remvery providesfailure reovery service throulgthe ISDN Primary
Rate (PRI) IO Mdule for the B-STDX 800/90® switch. If access to the switch
fails, an ISDN dial-baalp call is automaticallyplaced to the Cascade switch dia
new connection is established.

For more information about ISDNault-tolerart services, refer t€hapters, “ISDN
Fault-Tolerant Services.”

Service Net work Ba ckbones

Current data service demadidtates be need for al\TM backoonenetwork
corfiguration becausé\TM is the only technology that can carry aggrgated customer
traffic at geeds of 10 Mbits and alove. In aldition, ATM provides the migratioto
new data servie applications sut asvideo onferencing and usage-badalling.
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Figure 1-1shows a network of Cascade B-STDX 9000 switches connected to a
Cascade 500-based ATM backbone. The Frame Relay-to-ATM internetworking
capabilities of the B-STDX 9000 switches bring Frame Relay service traffic onto tf
ATM backbone, while the Cascade 500 switches scale the backbone to meet the

demand.

OC3c/STM-1

OC12c/STM-4
T1/E1l
Frame ATM DXI
Relay
9
0
0
0
0P Circuit
T1/E1l Emulation
Frame ’
Relay SMDS

Figure 1-1. Cascade B-STDX With Cascade 500 Backbone

With the growth of Frame Relay, IP internet services require a scalable,
high-bandwidth infrastructure for interconnecting multiservice access switches. Tt
Cascade 500 provides the scalable, service-ready implementation that is needed
real ATM backbone deployment.
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As Figure 1-2shows, once ATM service deployment has accelerated, additional
Cascade 500 switches can be deployed for native ATM services at T3/E3 speeds.

OC3c/STM-1
OC12c/STM-4

Public/Private
Network

=

s

il . i

N

- ~ 4
i Z | E%
7 Carrier #

ATM

—

>

Circuit
Emulation
T1ATM

DS3 ATM SMDS

Figure 1-2. Cascade Network With Native ATM T3/E3 Services

Enterprise Network Backbones

As enterprise network providers become more like service providers, they must
deliver non-stop data service for integrating remote offices within the campus
information systems infrastructure. Enterprise networks are migrating to greater u
of high-bandwidth ATM services, while simultaneously deploying ATM in campus
backbones.

As Figure 1-3shows, by using the Cascade 500 as the collapsed campus backbon
network planners can integrate their ATM LANs and WANS.
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Figure 1-3. Cascade 500 as a Campus Backbone

Configuration Flexibility

The Cascade family of switches offers a high degree of configuration flexibility. Tt
software component of the switch provides for flexibility in the design and
implementation of the network, and reliability and ease in managing the network.

Because Cascade uses a symmetrical architecture, all ports are software-defined
one of the following:

e Trunks
e User-to-Network Interface (UNI) links

* Network-to-Network Interface (NNI) links
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You can use any port for any of the software configurable interfaces, regardless of
type of service. The Cascade symmetrical architecture, referredlogiaal Port
Architecture, lets you mix user network connections and inter-switch trunk
connections on any single 10 module, allowing for high capacity in a compact
platform and economical use of IO modules.

Open Packet (OPTimum) Trunking

OPTimum trunkingis a software component that allows public data networks base
on Frame Relay, SMDS, or ATM to be used as trunk connections between Cascac
switches.

The OPTimum trunk requires either a User-to-Network Data Terminal Equipment
(UNI-DTE) feeder or a Frame Relay NNI to be configured on the same physical po
This configuration allows for link management exchange, as showigune 1-4

Frame Relay/ATM Network

Figure 1-4. Cascade OPTimum Trunking

Comprehensive Management

Cascade’s software platform provides sophisticated, standards-based capabilities
managing and controlling wide area networks, while integrating easily with existing
network management systenSascadeViewhe network management application,
is built on Hewlett-Packard OpenView.
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The Cascade switch has a native Simple Network Management Protocol (SNMP)
agent supporting the Cascade Enterprise Management Information Base (MIB),
standard MIB-II, and other MIBs required by the Frame Relay and ATM Forums.

The network management capabilities include the following features:

Open Shortest Path First (OSPF) virtual circuit routing
Rate monitoring

Fault management

Configuration management

Usage statistics generation and collection

Managing the Cascade switch is simplified by the features described in the followi
sections.

HP OpenView Platforms

HP OpenView is a multivendor platform and already supports many communicatio
devices that allow a management station to manage Cascade switches and other
vendors’ equipment. OpenView software lets you create a graphical network map
use pull-down menus to monitor, diagnose, and control objects on the network.
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Both HP OpeNWiew UNIX and HP OpeXiew Windows are adopted as the standard
Cascade management platforms. HP Qfpem UNIX runs on Sun Sparc 10/20
workstatons HP OpeNiew Windows rurs on Intel-based86 PCs.

Standards-based CascadeVi ew

The Cascadswitch has a nave SNMP agenfard therefore cabe managed fran any
SNMP management system suppdagtine stadard MIBs and the Cascadenterprise
MIB extensions.

The CascdeView Network Managemet Staton (NMS) communicates with the
Cascade switches thugh the Internet Protol (IP) using in-bad or out-of-band
managemencomections. Cascad®iew supports h-band maagemenhover the
following comections:

» Ethernet
* FranmeRelay inband management Data Link Gection Identfier (DLCI)
e SMDS inband management

Alternaively, CascdeView can access @y Cascde switch inanetwork out-of-band
overadia-up modem.

With theMulti-NMS option, multiple mangement statins canbe wnfigured in a
sewer @wvironment, albwing netvork management stationsdifferent bcations to
have either read access to, or siled write access control dig nework database.

For more information about the Multi-NMS option, refeo theCascad®iew/UX
Network Mamagement Statio Installation Guide.
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Configuration Management

CascadeView provides a logical, step-by-step, network map creation procedure fr
setting network-wide parameters to provisioning individual Permanent Virtual
Circuits (PVCs). Information in menus provides a series of choices to further simpl
the configuration process.

CascadeView also provides summary reports of configuration information to
document the current network configuration.

Performance Monitoring and Fault Management

The Cascade switch monitors the inbound and outbound traffic for each PVC and ¢
port. Performance statistics display real-time information in a graphical format for
selected set of network objects.

CascadeView enables you to graph either the throughput on an entire switch or th
throughput of individual physical and logical ports, circuits, or trunks. The statistic
information varies according to your specific selection criteria.

Figure 1-5illustrates an example of a trunk throughput selection with Statistics Typ
set to “Throughput (bps).” Extensive fault isolation is accomplished through
user-initiated test sequences using loopback tests at the individual port level. (Thi
display is only available on the CascadeView Windows platform.)
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Figure 1-5.  Trunk Throughput Graph in Cascad&iew Windows

Cascad¥iew’s backgroud diagnostic capabilithas rgort generatian for
background diagnostic results for periodicanalysis A variety of traps for alarm
conditions or statistics laing is available for all objects in the Cascadwetwork,
including switches, trunks, lysical ports, logical rts, and PVCs.

For mote information about CacadeView's statitics and diaghostic capabiliti es, refer
to theCascadeView/UX Diagnostic aml Troubledooting Guide.

Security Management

Cascad®iew supports secure access to the Cascade swétkork throudh two
levels of passward protection. Onelevel is intendedfor the network administrator
and theother kevel for the netvork operato. The newvork administrator camodify
thenetwork operabr password to determire who hes read-only ad read-write control
over the retwork.
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Frame Relay Services

Background

Frame Relay is a packet switching technology that is simple, fast, and efficient. Fre
Relay is particularly well suited for bursty LAN traffic. LAN traffic presents high
transmission speeds and high bandwidth requirements for the WAN. Moreover, wl
individual bursts of LAN traffic outstrip the capabilities of remote links, their overall
utilization is less than 20 percent.

What is needed is a mechanism to provide higher speeds without buying unneces
bandwidth. Frame Relay was designed to meet these requirements, and is a viak
solution for LAN applications that require high-density connectivity to remote sites

To meet the demands of today’s higher bandwidth requirements, for example voic
video, and imaging applications, and the low tolerance for network downtime, Fratr
Relay is changing from a technology for basic LAN interconnection to a more
advanced application.

Networking Services Technology Overview




Technology Fundamentals A
ASCEND

Technology Fundamentals

The following sections outline the basic concepts for understanding and provision
Frame Relay services.

What Is Frame Relay?

Frame Relay is a multiplexed data networking technology supporting connectivity
among user equipment, such as routers, and between user equipment and carrier
Frame Relay network equipment. The Frame Relay protocol supports data
transmission over a connection-oriented path.

In Frame Relay, data is divided into variable-length frames, all of which include
addressing information. These frames are then forwarded to a Frame Relay netw
which then tries to deliver the frames to their specified destination over an assigne
virtual connection.

High Throughput and Low Delay

High throughput and low delay are important characteristics of a Frame Relay
network. Unlike X.25 networks designed for unreliable analog lines, Frame Relay
takes advantage of the more reliable data communication lines, such as fiber opti
The Frame Relay protocols are confined to Layers 1 and 2 of the OSI protocol sta
Frame Relay does not offer error correction services, but instead relies on the
upper-level protocols at the end stations to provide reliability. Without this additior
overhead, Frame Relay is able to run at very high speeds (up to 45 Mbps).

Frame Relay benefits from the statistical gains of packet switching and makes effic
use of bandwidth by its ability to multiplex individual packets over one physical
interface onto the WAN.
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Virtual Circuits

Data

Frame Relay uses multiple, uni-directiomatual circuits for bi-directional

end-to-end connectivity. These virtual circuits are logical connections to various
endpoints throughout the WAN. The endpoints, or users, of a Frame Relay netwo
are often multiprotocol routers, as showrrigure 2-1 Many virtual circuits can
traverse a single physical interface.

Multiprotocol Frame Relay Network Multiprotocol
Router pb—m—"7+%v — — — — — — — — — Router

Multiprotocol
Router

Figure 2-1. Virtual Circuits

Frame Relay usd®ermanent Virtual Circuits (PVCspandSwitched Virtual Circuits
(SVCs) PVCs, which are most prevalent today, are similar to dedicated private lin
and are available by subscription from a service provider. SVCs allow dial on-dem:
services to be available over Frame Relay networks.

Link Connection Identifiers

PVCs are identified by a 10-bit address call€bsa Link Connection Identifier
(DLCI). DLCIs typically have local significance only (but not necessarily), and are
used to uniquely identify the logical endpoints of a virtual circuit.
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In Figure 2-2 a PVC between Los Angeles and New York is identified by the set of
DLCIs that define the endpoints. New York is assigned DLCI 80, Los Angeles is
assigned DLCI 111 and DLCI 120, and Atlanta is assigned DLCI 40. When New
York sends frames to Los Angeles, it uses DLCI 80. When the frames arrive in Lc
Angeles, the DLCI is changed to 111.

DLCI 80

DLCI 111

Multiprotocol
Router

Multiprotocol
Router Frame Relay Network

DLCI 12

DLCI 40

New York

Los Angeles

Multiprotocol

Router

Atlanta

Figure 2-2. Data Link Connection ldentifiers

DLCls identify specific end devices and are typically configured to have “local
significance” only. This way, DLCIs can be reused at non-overlapping endpoints.
From this addressing viewpoint, the Frame Relay network appears as a LAN.

b From a configuration viewpoint, the DLCIs that map to the
logical ports at each end of a virtual circuit cannot be
reused. Consequently, each DLCI assigned to a
particular logical port must be unique. This rule is
automatically enforced by the CascadeView software.
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Frame Relay standards support a theoretical limit of 975 DLCIs over one physical
interface when using “local significance.” With “global significance,” 975 DLCIs cal
be applied to the entire network. Consequently, the entire network is limited to 97
DLCIs since each DLCI must be uniquely identified.

Interface Definitions

The interface that enables the Customer Premise Equipment (CPE) Frame Relay
device access to a Frame Relay network is calletd$ee-to-Network Interface

(UNI). Unlike ISDN and X.25, the UNI implementation agreement preceded
vendors’ implementations of the standard. Therefore, implementation of the UNI
standard is identical throughout the industry.

Frame Relay circuits or packets can traverse across multiple Frame Relay networ
This enables two Frame Relay networks to connect to each other. The interface
between adjacent Frame Relay networks is calletN#dteork-to-Network Interface

(NNTI).
Access Segment CPE
UNI
NNI
NNI
Access Segment CPE
UNI
Figure 2-3. User-to-Network /Network-to-Network Interfaces

Frame Relay service providers can of@cess ServiceandTransit Services
Access Services provide a direct interface to the end user. Transit Services provi
PVC connections to other Access Services.
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A carrier can provide either Access or Transit Services for a given PVC, orin the ¢
of a Long Distance Interexchange Carrier (IXC), both Access and Transit Services
a given PVC. A carrier can also offer Access and Transit Services simultaneously
different PVCs.

PVCs that span multiple Frame Relay networks are chlldtd-network PVCs
Multi-network PVCs are interconnected across networks using the NNIs, as show
Figure 2-4

PVC Segment NNI PVC Segment NNI PVC Segment

User '

Multi-network PVC

Figure 2-4. Multi-network PVC

Link Management Interface

The link management interface provides the user with dynamic notification of the
addition and deletion of PVCs. It also monitors each network connection through
periodic heartbeat “keep alive” polling process. Tbartbeat pollingprocess is an
exchange of sequence numbers between the network and the user device to ensul
both are operational. This polling process provides information about the user
device’s physical connection to the network through a Link Integrity Verification
Report, as well as a Full Status Report about the status of all PVCs.

The user device (DTE) initiates the link management polling process by sending a
status enquiry.

There are three types of link management protocols that can be used in a Frame F
network:

* Local Management Interface (LMI)
e ANSI Annex D
e CCITT Annex A
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In the early days of Frame Relay, the LMI specification was created by an industry
group consisting of StrataCom, Digital Equipment Corp., and Northern Telecom (c
assisted by Cisco). This specification was developed to create a mechanism for
managing the early deployments of Frame Relay networks.

Annex D and Annex A protocols were subsequently drafted to be the “official”
management mechanism for Frame Relay. Many vendors today support all three
management protocols. LMI use&Cl 1023for signaling purposes. The ANSI and
CCITT protocols us®LCI 0.

b Cascade supports the LMI, ANSI, and CCITT protocols
for link management. Additionally, Cascade allows the
switch to be configured for autodetection, and to have the
link management protocol disabled. When configured for
autodetection, the switch automatically senses the type of
link management protocol in use and responds
appropriately.

Rate Monitoring and Enforcement

Rate monitoring is a set of rules that describes traffic flow. The sender has a
mechanism to ensure that the transmission of its guaranteed packets function in &
certain way. The network knows what kind of traffic to expect and monitors the
behavior of the traffic.
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Guaranteed packetmust be delivered according to some time constraint and with
high reliability. Best effort packetare delivered to the best of the network’s ability
after meeting the requirements for delivering the packets.

The standard rate monitoring definitions for Frame Relay are as follows:

Committed Information Rate (CIR) — The rate at which the network agrees to
transfer data under normal conditions. CIR is defined for each PVC.

Committed Burst Size (B¢c)- The maximum number of bits, during time interval T,
the network agrees to accept traffic under normal conditions. Bc is defined for ea
PVC.

Excess Burst Size (Be} The maximum number of uncommitted bits, during time
interval T, the network agrees to accept traffic above the committed burst size Bc.
is defined for each PVC.

Discard Eligible Bit (DE) — A bit in the Frame Relay header used to indicate a fram
is eligible for discard by a congested node.

Rate enforcement is implemented on a per DLCI basis on user links at the ingress
the Cascade switch. As data is received over time interval T, a determination is m
as to whether the frame is under the committed burst size (Bc), over the committe
burst size but under the excess burst size (Be), or over the excess burst size.

Committed Rate Measurement Interval (T)— Time interval (T) is the length of time
data is received before a rate enforcement determination is made. T is calculated
according to the following formula:

_Bc_

= CIR
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A typical T is one second. Itis determined from the values given for Bc and CIR. |
example:

_ 56KBits
56Kbps

T = 1sec

As data is received over time interval T, a determination is made as to whether the
frame is

e Under the committed burst size (Bc)
» Over the committed burst size but under the excess burst size (Be)
* Over the excess burst size

Cascade uses the colors green, amber, and red to describe and categorize packe
frames for rate monitoring and enforcement.

Green Frames

If the number of bits received during the current time interval, including the current
frame, is less than Bc, the frame is designatedgasem frame Green frames are
never discarded by the network, except under extreme congestion conditions.

Amber Frames

If the number of bits received during the current time interval, including the current
frame, is greater than Bc but less than Be, the frame is designateanaearframe
Amber frames are forwarded with the DE bit set, and are eligible for discard if they
pass through a congested node.

Networking Services Technology Overview




Technology Fundamentals A
ASCEND

Red Frames

If the number of bits received during the current time interval, including the curren
frame, is greater than Be, the frame is designatedexsfeame Red frames are
forwarded with the DE bit set when Cascade’s Graceful Discard feature is enablec
When the Graceful Discard feature is disabled, red frames are discarded.

Congested nodes that must discard packets use the color designations to determi
which frames to discard. Red frames are discarded first, followed by amber and tl
green.

Figure 2-5illustrates how rate monitoring and enforcement determine bandwidth
allocation.

Access Rate 256 Kbps

/ 48 Kbits (Red)
Bc + Be =192 Kbits |- - — - — - — - — - — - - -

64 Kbits (Amber)
Bc =128 Kbits (— - — - — - — - - o .

128 Kbits (Green)

To <@——— 1lsecond ———— P To+T¢

Access Rate: 256 Kbps

Total Txd: 240 Kbps
CIR: 128 Kbits
Bc: 128 Kbits
Be: 64 Kbits

T: 1 second

Figure 2-5. Determining Bandwidth Allocation
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Congestion Avoidance

In the header of all frames, there is a field for the Forward Explicit Congestion
Notification Bit (FECN) and the Backward Explicit Congestion Notification Bit
(BECN). The Frame Relay network uses the FECN and BECN bits to notify the ed
nodes of congestion in the network.

FECN informs the destination device of congestion for destination-controlled protot
suites. BECN informs the source device of congestion for source-controlled proto
suites. Both the FECN and BECN bits are set by the network, not the user. Theref
there is no obligation for endpoint nodes to take any regard of the bits.

FECN and BECN bits work by indicating the existence of network congestion to tt
higher-layer protocols, so that they can reduce the rate of information flow into the
network until the congestion clears. However, many Frame Relay CPE devices cal
use this information. The FECN and BECN bits are often ignored or simply count
by internetworking devices, such as routers, to provide an indicator of congestion
the network.

Frame Format

Frame Relay uses a simple framing structure. In addition to the starting and endir
flags, there is an address field that is normally two octets, an information field tha
normally less than 4096 octets, and a two-octet CRC for error detection. This sim
framing structure allows Frame Relay to operate at higher speeds with low latency

Figure 2-6Gillustrates the simple framing structure and format for Frame Relay.
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Figure 2-6.

DLCI C/R| EA

DLCI FECN| BECN | DE | EA

User Data

Frame Check Sequence

Frame Check Sequence

o0 1 1 1 1 1 1 O

1 octet

Although Cascade supports a maximum length of 8192 octets,
a maximum length of 4096 octets is recommended. The 2-octet

CRC cannot guarantee detection of errors for user data fields

that are longer than 4096 octets.

Frame Relay Frame Structure

The framing structure consists of the following format:

Flags:nterframe delimiters, hex Ox7E (HDLC).

DLCI: 10-bit address that identifies a PVC.

C/R:ldentifies control frames as commands or responses.

EA: Extended Addressing (currently not used).

DE:Discard Eligibility identifies frames that are not
guaranteed delivery.

FECN:Used by the network for congestion notification.

BECN: Used by the network for congestion notification.

User DataThe Cascade network does not interpret or modify the
contents of user data except for the virtual circuit
dedicated to the management protocol.
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LAN/WAN Interconnect Using Frame Relay

Numerous remote sites can be interconnected using a Frame Relay network. Pac
can be either bridged or routed. If routed packets are traversing the network using
Frame Relay as the transport protocol, then routing control packets must also trav
the network (unless a static route was configured). Either way, the bridged or rou
packet is data within the Frame Relay cloud. The network does not interpret or
modify the contents of the user data.

If multiple protocols are being sent over the Frame Relay network, the receiving
device must be able to determine what type of protocol is encapsulated in the rece
frame. Special fields are inserted into the frame header to act as protocol identifie

There are different mechanisms for protocol identification. The original space
allocated in the Network Level Protocol ID (NLPID) field was insufficient to handle
the number of protocols requiring Frame Relay support. As a result, Frame Relay
borrows two different mechanisms from the LAN environment for protocol
identification:

e The LLC SNAP header
« The Ethernet MAC type field
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Cascade Frame Relay Switching

The remainder of this chapter describes in more detail how Cascade implements
specific aspects of Frame Relay services in its
STDX 6000 and B-STDX 8000/9000 switches.

Congestion Management

As data travels through the Cascade network and is queued for transmit, the state
each transmit queue is checked for pending congestion. A time average algorithn
Average Queue Length (AQL), is executed each time a frame is queued for transn
The AQL is calculated and compared against a precalculated threshold.

The threshold is calculated so that when the AQL is less than or equal to the threst
maximum throughput and minimum delay are achieved. For channelized cards, t
default values assigned to thresholds are dependent on the number of DS0s/TSO:
assign to each logical port. A DSO/TSO0 is a 64 Kbps channel used in T1/E1
transmission. There are 24 DSO channels available in a T1 line and 31 TSO chan
available in an E1 line.

There are three high-water thresholds used in determining congestion:
1. Mildly congested

2. Severely congested

3. Absolutely congested

If the AQL exceeds the mildly congested AQL threshold, but is less than the sever
congested AQL threshold, the state of the link is considartellly congested
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When the link is mildly congested:
1. Allred frames are discarded.

2. All frames transmitted on the mildly congested link are marked with the FECN
bit.

3. All frames received on the mildly congested link are marked with the BECN bi
before being forwarded to another link.

Threshold Reached

Mildly Congested

s

Red frames are Transmitted frames Received frames
discarded. are marked with the are marked with the
FECN bit. BECN bit.

Figure 2-7. Mildly Congested State

If the AQL exceeds the severely congested AQL threshold, but is less than the
absolutely congested AQL threshold, the state of the link is consisevedely
congested In this state, the continued forwarding of amber and red frames would
compromise the delivery of green frames.

When the link is severely congested:
1. Allincoming red frames are discarded.
2. All incoming amber frames are discarded.

3. FECN and BECN bits are set.
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Threshold Reached

Severely Congested

s

Red and Amber Transmitted frames Received frames
frames are are marked with the are marked with the
discarded. FECN bit. BECN bit.

Figure 2-8. Severely Congested State

If the AQL exceeds the absolutely congested AQL threshold, the state of the link is
considereabsolutely congestedConsequently, there is no room on the queue for
any packets, regardless of the type. When the link isabsolutely congested:

1. Allincoming frames are discarded.

2. FECN and BECN bits are set.

Threshold Reached

Absolutely Congested

Transmitted frames
are marked with the
FECN bit.

Received frames
are marked with the
BECN bit.

All incoming frames
are discarded.

Figure 2-9. Absolutely Congested State
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Rate Enforcement
Cascade switches maintain two counters for each DLCI on each user link:
« Bc_cntis the number of committed bits allowed during the current time interva

» Be_cntis the number of uncommitted bits allowed during the current time
interval.

A time interval is one second. It is measured by a continuously running one secol
timer started when the Cascade switch is initialized.

Bc_cnt and Be_cnt are initialized to the Bc and Be, respectively, and set for each |
DLCI. In addition, two adjustment variables, Bc_adj and Be_adj, are defined for e¢
user DLCI and set to Bc(1/T) and Be(1/T), respectively. These values represent ti
number of committed and uncommitted bits allowed during any one second interv.
Bc_cnt and Be_cnt are also used when re-adjusting during each timer expiration.

Each time a frame is received by an ingress node, the following algoFithore
2-10) is used to update the counters. Frames received with the DE bit already set
always counted against Be.

IF: IF: IF:
. The frame is over the
The DE bit is no.t set aqd ELSE: | The number of bits received ELSE: burst si dth ELSE:
the number of bits received is less than Be cnt excess burst size, and the
is less than Bc_cnt. > - - graceful discard feature is |
- enabled.
Discard
Frame
THEN: THEN: THEN:
Decrement Bc_cnt by the Decrement Be_cnt by the Mark the frame (ed.
number of bits in the frame number of bits in the);rame g'f tthe g'rafffui)?ic?rr\d
eature is disabled, the
and mark the frame green. and mark the frame amber. frame is discarded.)

Figure 2-10.  Algorithm for Updating Counters

For each timer expiration, the Bc_cnt and Be_cnt of each user DLCI are updated «
follows:

e Bc_cnt=min (Bc, Bc_cnt+Bc_adj)

 Be_cnt=min (Be, Be_cnt+Be_ad))
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OSPF Routing

Open Shortest Path First (OSPR$ the Internet standard for Interior Gateway
Protocol (IGP). Network nodes use this routing protocol to determine the shortest
path over which to send traffic.

OSPF is a link state routing protocol that determines the shortest paths throughou
network. OSPF creates very little additional overhead on the network and can rer
traffic quickly around failed links. OSPF is also scalable, and therefore
accommodates very large networks. For details on OSPF, réfeemoet RFC 1131

Upon initial activation of virtual circuits, Cascade switches use OSPF to determine
best paths through the network. As frames are received by the Cascade switch, tl
Frame Relay header is stripped and a Cascade trunk header is prepended.

Keep in mind that OSPF is only used for route calculation within the Cascade
switching network for virtual circuit setup. During startup, each Cascade switch
broadcasts its local state, including usable interfaces and reachable neighbors
throughout the network.

Within a Cascade switching network, switches use OSPF to form adjacencies with
their directly connected neighbors. Adjacencies can be thought of as highly
developed conversations between nodes, and are formed by passing HELLO pacl
Once adjacencies are formed, Cascade switches monitor the state of their directly
attached links.
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A Cascade switch sends out Link State Advertisements (LSAs) to other Cascade
switches on the network whenever the state changes, for example, link up and lin
down.

In addition, a Cascade switch sendsldnk State Updateswhich consist of the state
information of all links. Network nodes collect Link State Updates and place them
aLink State Database Each Cascade switch runs the Djkstra algorithm on the Lin}
State Database, which results itree of shortest paththroughout the network.

Figure 2-1lillustrates a Cascade network based on OSPF routing.

Cascade
Switch

Cascade
Switch

Cascade
Switch

CPE CPE

OSPF Routing

Cascade
Switch

CPE

Figure 2-11. OSPF Routing

The shortest path to a destination is determined by adding link state costs. Each
has an assigned metric. The cost of a path is determined by adding the costs of €
link along the path. The route with the lowest path cost that meets the QoS
requirements for the virtual circuit is chosen first.
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All Cascade switches run exactly the same algorithm in parallel. From the
synchronized topological database, each Cascade switch constructs a tree of sho
paths with itself as the root. The best route to each destination can be derived fro
this shortest-path tree. External devices, such as the NMS connected to an Etherr
Serial line, appear on the tree as leaves.

OSPF Metrics

OSPF does not require any additional configuration in Cascade switches. On PV(
activation, OSPF transparently calculatesShertest Path First (SPFjoute and

maps PVCs to the appropriate one. PVCs are mapped to the shortest path accord
bandwidth availability.

As PVCs are mapped to a route through the network, bandwidth availability
decreases. This causes the OSPF link-state metrics for bandwidth usage for that
to increase. When new trunks are added to the network or down trunks are
reactivated, OSPF recalculates the shortest path tree. A load-balancing algorithim
reroutes PVCs that are not using the shortest route.

OSPF metric for
bandwidth usage
goes up

PVC is mapped to
an SPF route

~

Bandwidth availability
goes down

Figure 2-12. Dynamic Load Balancing

The OSPF Trunk Administrative Cost Metrics a function of OSPF that allows you
to control the specific path a virtual circuit takes through the network. You can sel
a shorter hop path regardless of the available bandwidth on other, perhaps longer
paths.
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In general, the OSPF Trunk Administrative Cost Metric enables you to do the
following:

» Assign an administrative cost to each trunk in the network.

« Configure a trunk cost value between 1 and 65534 (inclusive), with a default va
of 100.

To ensure that all Quality of Service (QoS) guarantees are met, the available
bandwidth of each trunk and any QoS requirements are considered prior to optimiz
administrative cost for path selection.

The OSPF Trunk Administrative Cost Metric function is particularly useful when
establishing a virtual circuit and rerouting around a trunk or switch failure. For
example, if there are multiple paths with sufficient bandwidth to meet Committed
Information Rate (CIR) requirements to the destination, the path with the lowest
administrative cost is chosen. On initial establishment, if there is not enough
bandwidth to satisfy CIR requirements, the circuit is not established. On reroute, |
circuit is re-established even if all available paths have insufficient bandwidth.

Cascade switches support a Define Path function that allows you to manually defir
PVC path, thereby bypassing OSPF to make PVC routing decisions. Manually
defined paths provide additional control over routing, such as when conducting
performance bench tests for route comparisons or when forcing critical traffic over
known reliable path. Additionally, an Alternate Path option allows OSPF to reroute
this PVC should a trunk fail in the manually defined path. Both functions are
configured through CascadeView.

The following list summarizes the key OSPF routing functions:

CIR Guaranteed Bandwidth ToS (Type of Service) Routing- If there are multiple
paths that have sufficient bandwidth to meet CIR requirements to the destination,
path with the lowest administrative cost is chosen. If multiple paths exist with
sufficient available bandwidth and the same administrative cost, the path with the
largest available bandwidth is chosen. If there is no path to the destination that he
sufficient available bandwidth, the circuit is re-established using the path with the
lowest administrative cost.

Route Recovery— When a node or trunk is down, new shortest-path trees for those
affected PVCs are recalculated immediately at the ingress nodes due to fast

convergence of the link state updates. The PVCs are then rerouted to the new roi
Recovery time is typically under four seconds. PVC rerouting is reported to the NI
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Load Balancing— This algorithm distributes new PVCs equally over all routes with
the same administrative cost. You can tune the load balancing algorithm to load
balance from negative trunks to positive trunks, positive trunks to positive trunks, c
disable the load balancing algorithm.

Efficient Network Throughput — Network throughput is maximized as a result of
enforcing the CIR-based routing in the same time as allowing excess burst (Be/T)
be delivered using the uncommitted bandwidth. Continuous route re-evaluation at
load balancing also improves the network throughput. To optimize this capability,
PVCs carrying constant bulk traffic can be assigned larger CIR to guarantee the
bandwidth required.

Support for Manual (pre-defined) Routes — In case of failures on the defined path,
you can pre-define a PVC path. You can also reroute PVCs to an OSPF-defined
which dynamically reroutes the PVC if that pre-defined path fails.
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Virtual Bandwidth

End-user applications determine the bandwidth requirements for DLCIs. You can
over-subscribe bandwidth in the Frame Relay network to take advantage of the
statistical nature of packet-switchinyirtual bandwidthis calculated to allow for
over-subscription. The key factors for defining virtual bandwidth are as follows:

I:> Bandwidth can be over-subscribed.

I:> 5% of bandwidth is reserved for control traffic.

Trunk Oversubscription Factor (K) is configured to calculate
Virtual Bandwidth:

K (%
0.95% (configured bandwidth) x 15)00) = Virtual Bandwidth

Figure 2-13.  Determining Virtual Bandwidth

The routing for PVCs is done dynamically by OSPF. On initial activation of a PVC
OSPF reserves bandwidth on the trunks along the shortest path that meets QoS
requirements. In addition, if no path exists with a sufficient amount of available
bandwidth, the PVC will not be established. The amount of reserved bandwidth is
deducted from the reserved bandwidth pool.

The formula used to determine virtual bandwidth is only used for allocating the init
path for the PVC. If the trunk fails, requiring all active PVCs to use an alternate pe
the bandwidth reservation scheme is no longer enforced. Consequently upon failt
active PVCs are rerouted even if it results in a negative bandwidth condition.

Configuring the trunk utilization factor at a higher percentage allows more availabl
virtual bandwidth to be defined over the trunk. A value of 200% in the K factor
effectively doubles the available virtual bandwidth. Cascade reserves 5% for
management traffic.
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b You set the trunk utilization factor when you configure the
trunk in CascadeView. Typically, the trunk utilization
factor is set according to a projection of how much of the
CIR will actually be used (i.e., accessed simultaneously
by network devices) at a given time.

Logical Configurations

Physical port and logical port configurations are independent of each other. The
physical port configuration, such as a T1 connection, supplies clock source, timing
and signal-strength settings. The logical port configuration determines the protoce
interaction between the Cascade switch and one of the following:

* User equipment
* Another Cascade switch
e Another network

Therefore, the Cascade switch can play a variety of roles within the Frame Relay
network. That role determines how the Cascade switch interacts with the attache
equipment. This behavior is configured on a per port basis in the logical port
configuration.

Cascade supports the following logical port configurations for Frame Relay:
* Frame Relay Switch (UNI-DCE)

e Frame Relay Feeder (UNI-DTE)

* Frame Relay NNI

e Frame Relay Direct FRAD

* Frame Relay PPP Translation FRAD
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e Frame Relay OPTimum trunk
* Frame Relay Direct Line trunk

Each of these logical port configurations has special functions that enable particul
network tasks to be performed. These configurations are described in the followir
sections.

Frame Relay Switch

The Frame Relay User Network Interface DCE (UNI-DCE) performs Frame Relay
DCE functions for link management purposes, and communicates with a Frame R«

DTE on the other end of the link.
Switch

Figure 2-14.  Frame Relay UNI-DCE Logical Port Definition

Frame Relay Network CPE

UNI-DCE

Frame Relay Feeder

The Frame Relay User Network Interface DTE (UNI-DTE) performs Frame Relay
DTE functions specified for link management. In this configuration, the Cascade
switch acts as the DTE to connect to a Frame Relay DCE network switch.

Frame Relay Network UNI-DTE g\?v?t(éar\]de
UNI-DCE

Figure 2-15.  Frame Relay UNI-DTE Logical Port Definition
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Frame Relay NNI

The Frame Relay Network-to-Network Interface (NNI) logical configuration enable
two Frame Relay networks to connect using a standard protocol. The Frame Relz
networks can be using the same or dissimilar switches.

The NNI port performs both Frame Relay DTE and DCE functions specified for lin
management.

Cascade NNI
Cascade Network Switch /

DTE and DTE and
DCE DCE

Other
Switch

Other Network

Figure 2-16.  Frame Relay NNI Logical Port Definition

b The NNI logical port configuration is used for connecting
two networks together for bi-directional messaging. Once
established, the NNI connection enables both networks
to share status about the state of the PVCs in each
network. However, not all public Frame Relay products
provide NNI service.
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Direct FRAD

The Frame Relay Direct FRAD (Frame Relay Assembler/ Disassembler) logical
configuration enables the port to perform Frame Relay
encapsulation/de-encapsulation for HDLC/SDLC-based protocols. The FRAD
function encapsulates HDLC/SDLC traffic entering the network into a Cascade frau
and then de-encapsulates it upon exiting the network. This function is restricted tc
one point-to-point PVC.

FEP Cascade Frame Relay Network

HDLC/SDLC | SWiteh

Cascade
Switch

FEP

HDLC/SDLC

Figure 2-17. Frame Relay Direct FRAD Configuration

PPP Translation FRAD

The Frame Relay PPP (Point-to-Point protocol) Translation FRAD logical
configuration enables the DTE device configured for PPP to communicate with
another DTE device on the network configured for Frame Relay using RFC 1490
multiprotocol encapsulation. This configuration allows for a single circuit to be
established between the two devices.

Cascade implements this feature by stripping the PPP header, translating the fran
payload from PPP encapsulation to RFC 1490 encapsulation, and then applying &
appropriate Frame Relay header. From the ingress Cascade switch through the
network to the destination CPE device is a Frame Relay PVC. Frame Relay is
completely transparent to the PPP devices.

CPE | Cas_:cade Frame Relay Network Ca_scade CPE
PPP Switch Switch Frame Relay
.

Figure 2-18. Frame Relay PPP Translation FRAD Configuration
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Frame Relay OPTimum Trunk

The Frame Relay OPTimum Trunk logical configuration provides a trunk through e
switched Public Data Network (PDN) between Cascade switches. This feature is
referred to as Cascade Open Packet Transport (OPTimum) trunking.

The Frame Relay trunk requires either a UNI-DTE feeder or a Frame Relay NNI to
configured on the same physical port to allow for the Link Management exchange
between the two connections. This tunneling configuration maintains the Cascad:
Frame Relay header.

Frame Relay Network

Figure 2-19.  Frame Relay OPTimum Trunk Logical Port Configuration
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Direct Line Trunk

The Direct Line trunk logical configuration allows for a direct trunk connection to
another Cascade switch. The trunk connection is used to carry traffic destined for
other switches in the network using Cascade’s trunk protocols. This configuration
takes advantage of Cascade’s value-added features, such as manually defined pe
and green, amber, and red rate monitoring designators for frames.

Cascade
Switch

Cascade
Switch

Cascade
Switch

Cascade Network

Cascade
Switch

Figure 2-20.  Direct Line Trunk Logical Port Configuration

Frame Relay Multicast

Frame Relay multicasting enables a device to forward a frame on a particular DLC
into the Frame Relay network. The Frame Relay network then broadcasts the fran
a predefined list of destinations. The network manager preconfigures the list of
destinations.

Cascade’s implementation of Frame Relay multicast provides a point-to-multipoint
frame delivery service. This service is connection-oriented. To send multicast de
the network manager must first create individual PVCs from the site that sends the
broadcasts to the sites that are to receive the broadcasts. After the PVCs are defi
the network manager must establigiaticast Group

A Multicast Group consists of a multicast DLCI with a list of member PVC DLCIs
participating in a multicast communication. The Multicast Group is a logical entity
providing multicast service to all members.
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Multicast is uni-directional. The incoming frame is multicast to multiple destination
as shown irFigure 2-21

Router I» PC

Cascade

/ Switch

PC Router Cascade Frame Relay Network
Switch

\ —>

Cascade
Swieh Router I» PC
-,

Router '» PC

—

Figure 2-21.  Frame Relay Multicast

Each Cascade B-STDX 8000/9000 supports 32 Multicast Groups. Although the
number of members in a Multicast Group is theoretically unlimited, there are
performance considerations that restrict the number of members.
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Frame Relay In-Band Network Management

Frame Relay in-band network management enables the NMS operator to remotel
manage the Cascade network over Frame Relay to support Simple Network
Management Protocol (SNMP) packet transports within IP on User Datagram
Protocol (UDP) envelopes.

Cascade supports Frame Relay in-band network management through the
configuration of a Management DLCI. Management DLClis used when the NMS
is connected to a LAN on which a router with a Frame Relay connection to the
gateway switch resides.

Cascade
Switch

Cascade
Switch

Cascade
Switch

Cascade Network

Cascade
Switch

DLCI 1000 Frame Relay

192.85.20.1

NMS

Figure 2-22.  Frame Relay In-Band Network Management

The router attached to the Cascade switch must have a route configured for a rese
DLCI that points to the IP address for the gateway switch.
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Other network management configurations include SMDS In-Band Management
described in Chapter 3, and Ethernet, Indirect Ethernet, and SLIP, which are descr
in theCascade B-STDX 8000/9000 Hardware Installation Guide

Frame Relay Management MIB

To provide customers with the ability to monitor the characteristics of the Frame
Relay network to which they are connected, Cascade supports the Frame Relay F
standard Customer Network Management (CNM) MIB. The CNM MIB defines all «
the available parameters regarding the characteristics of a Frame Relay network.

To implement this feature, CascadeView includes both a CNM MIB amaixs

agent The Cascade proxy agent enables users to access Cascade switch configu
and operational status information. The CNM proxy agent is based on SNMP. It
supports NNI and UNI-DCE logical ports.

CNM supports the following Frame Relay Forum standards and MIBs:
* RFC 1604 Frame Relay (Service MIB)

* RFC 1232 (DSI MIB)

« RFC 1213 MIB Il (System and Interfaces Group)

Figure 2-23shows an example of a Cascade CNM implementation.
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CNM Proxy
CNM Gateway Agent

| CascadeView |
CNM SYBASE SYBASE
CNM CNM Frame Relay Network
Client Client

Figure 2-23. Customer Network Management (CNM) MIB

CascadeView
Workstation

For more information on Cascade CNM MIB, refer to the
STDX andB-STDXMIB Definitions.
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SMDS Services

Background

Switched Multimegabit Data Service (SMDS) is a public data switching service the
provides LAN-like features and performance across wide geographic areas. SMC
was developed by Bellcore and is offered as a service by Local Exchange Carrier:
(LECs) in many metropolitan areas.

SMDS uses the same fixed-size cell relay technology as Asynchronous Transfer M
(ATM). However, SMDS is @onnectionlesservice that provides a flexible
any-to-any communication capability.
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Technology Fundamentals

The following sections outline the basic concepts for understanding SMDS service

What Is SMDS?

SMDS is a high-speed data service that currently offers access at rates up to Digi
Signal Level 3 (DS3). SMDS has many applications, including LAN interconnectio
and high-speed remote database access. The cost of SMDS is typically a flat rate
defined by an access class.

In the original SMDS architecture, Customer Premise Equipment (CPE) connects
the SMDS Switching System (SS) through a Distributed Queue Dual Bus (DQDB)
Subscriber-Network Interface (SNJ))as shown irrigure 3-1 The CPE uses the
SMDS Interface Protocol (SIPjo communicate with the network supporting SMDS
across the SNI.

TR D, T

Access DQDB

sf\u s'r\u
Figure 3-1. DQDB-based SMDS Architecture
The SNI is the interface between the network supporting SMDS and the
subscriber-owned equipment. The CPE attaches to an access facility that links it t

SMDS Switching System over a dedicated path. Only data that originates from or
destined to the CPE is transported across the SNI.
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The SMDS Switbing Systenvalidates the source address assodiaiéh eachdata
unit in an SMDS address assighé the SNI fom which the data was sent. The
sourceaddress and destination address screening features validate the addressesused.

Connectionless P rotocol

EachSMDS data unit is transmittiindependetly, and cantains adresses that
identify both he sender and reiser. The sevice piovider assigns SMB addresses
that identify the SNI fomwhich thedata urit was ®nt and/or the SNIfor which it was
destned.

There arewo types of addresses:

Individual addresses— An individual address is uniquebssgned to a single SNI.
EachSNI can fave a maximum 616 addresses.

Group addresse— A group aldresswhich is amalogous ® a LAN multicast
address, ativs an SMDS datanit to be delivered to multiple SNIs.

For more informationon individual and group addresses, refer to “lmdiual and
Grou Addressing” orPage 3-15

The ITU-T E.164 standard tieesthe SMOS address format. In the United States,
individual andgroup SMDS addresses emist of the préx 1, followedby a 10-dgit
numbe. Inother countries, SMDS addressegih with the appropriate county code.
An AddressTypefield preceding the addresientifies whether thaddress isra
individual or a goup address.

The SMDS hterfae Protocol (SIP) diénes fow the CPE ommunicates with the
network supmprting SMDS acrosslie SNI. SP is a @nnectionless protocol bagen
the DQDB protoool defined in the IEEE 8026 standard It consists of biree protocol
levelsthat control the customeraccessotthe netvork.
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Level 3— Contains the user data, source E.164 address, destination E.164 addre
and other header information.

Level 2— A 53-byte cell that contains the segmented L3_PDU and segmented hee
information.

Level 1— The physical layer that contains the physical level interface.

A connectionless service such as SMDS routes each data unit independently to tt
destination. There are no connections to establish because each data unit is
independent of the previous or subsequent one.

Compare a connectionless service to the process of mailing letters to a particular
address through the postal service. The letters travel by the most efficient methoc
reach the destination. At the destination, the letters are given to a local mail carrie
and delivered. No one knows the path the letters took to reach the destination. Ir
comparison, a connection-oriented service, such as Frame Relay and ATM, is
analogous to the process of establishing a telephone connection; the call creates
end-to-end route over which the information is sent.

Low-speed SMDS Architecture

Low-speed SMDS architecture enables those sites having low traffic volume to
economically access the SMDS network. Low-speed SMDS enables customer
premise equipment to access SMDS at a lower speed (n x DS0) using
non-DQDB-based interfaces.

Low-speed SMDS differs from DQDB-based SMDS both in access speed and in t
data transport mechanism used. Instead of using DQDB Level 2 and Level 1
interfaces, low-speed SMDS uses industry-standard HDLC and synchronous links
its Level 2 and Level 1 interfaces.
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This SMDS architecture introduces a new element calle8MieS Access Server

The SMDS Access Server gives carriers the ability to combine high performance -
connections with their SMDS switching systems, while offering SMDS as a service
users at speeds from 56 Kbps or 64 Kbps to T1/E1.

The SMDS Access Server architecture use®tita Exchange Interface
Protocol/Subscriber-Network Interface (DXI-SNI) ProtocolThe DXI-SNI allows a
CPE to exchange Level 3 PDUs with the SMDS Access Server using DXI
(HDLC-based) at Level 2. This frame-based protocol provides DS0 SMDS acces:
56 Kbps and 64 Kbps.

Figure 3-2illustrates the low-speed SMDS Access Server architecture using
DXI-SNI.

DXI-SNI

CPE

DXI-SNI SNI (SSI)
CPE .

SMDS
Access
Server

CPE

CPE

Figure 3-2. Low-speed SMDS Access Server Architecture

Cascade’s SMDS Access Server and Switching
Services

The remainder of this chapter describes in more detail how Cascade implements
specific aspects of SMDS Access Server functionality on the B-STDX 8000/9000
WAN platform.
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SMDS Access Server With DXI Switching

Cascade’s DXI switching capability for SMDS enables the routing of SMDS packe
between Cascade switches, effectively creating Cascade SMDS routing domains.
functionality, combined with support for low-speed SMDS access, is G\HIS
Access Server/Switching

The Cascade SMDS Access Server/Switch configuration incorporates the followin
key functions:

Network Management— Provides support for the NMS to remotely manage the
Cascade network using SMDS services.

System— Provides support for the individual address, group address, source add
validation, address screening, and heart beat poll.

Operational — Provides support for the memory administration, maintenance,
network traffic management, network data collection, and customer network
management.

Performance and Quality of Service— Provides support for SMDS OPTimum Path
and the Cascade SMDS Management Information Base (MIB).

The CascadeView/UX network management system manages the SMDS Access
Server/Switch using SNMP commands from the Network Management Station
(NMS). The Cascade SMDS Access Server/Switch has provision-driven functions
complete SMDS orders and provision the appropriate network resources to suppa
new SMDS customers.

For more information about configuring SMDS services, refer t€seadeView/UX
Network Configuration Guide

OSPF Routing

The OSPF routing protocol creates, maintains, and distributes the routing tables f
adjacent Cascade switches in the SMDS network. OSPF treats SMDS addresses
destinations.
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Using OSPF as the routing mechanism, the SMDS Access Server/Switch can rou
SMDS packets from one Cascade switch to another over the SMDS network or
directly over high-speed trunk lines. The Cascade switch can also access a SMD
Switching System supporting high-speed, DQDB-based cell switching over a SML
Data Service Unit (DSU).

The interface between the SMDS Access Server and the external DSDa&dhe
Exchange Interface (DXI) The interface between the DSU and the Switching
System is th&MDS-to-Access Server Interface (SSIh this scenario, the Cascade
switch exchanges Level 3 data units with the DSU. The DSU then formats SIP Le
2 and Level 1 cells to access the SMDS Switching System.

Figure 3-3illustrates the following:

e The Cascade SMDS Access Server with DXI-based
Level 3 switching

* SMDS cell-based (Level 2 and Level 1) switching
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Cascade SMDS Access Server/Switch
Exchange of Level 3 PDUs

SMDS SS Exchange of
Level 2 and Level 1 Cells

Trunk

SMDS .

=TT AS/Switch
e T
’

DXI-SNI—] I

SMDS
DXI-SNI— AS/Switch

SMDS SS Network

Trunk

_ _ ] swbs ssl
---" AS/Switch

-~
7
-1

SMDS 1

DXI-SNI = AS/Switch |
Trunk

|

|

AS/Switch Denotes Access Server/Switch

Denotes mapping of DXI/SNI to SSI port(s)

Figure 3-3. Cascade SMDS Switching

As shown inFigure 3-3 the SMDS Access Server/Switch can route SMDS data
packets between switches in the OSPF routing domain, and multiplex data from
DXI-SNI into the SMDS-to-Access Server Interface (SSI).
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SMDS Access Server/Switch Configurations

The SMDS Data Service Unit (DSU) connects to the SMDS Switching System (S
through the SMDS-to-Access Server Interface (SSI), thereby providing the access
server functionality to forward data to the SMDS Switching System, or to provide
Cascade’s OPTimum trunking capability.

b Cascade’s OPTimum trunking allows Cascade switches
to be connected across SMDS, Frame Relay, and ATM
networks.

You can configure the same physical port with one or more logical trunk ports for
SMDS OPTimum trunking. This capability allows a single physical port to be shar
among several trunks. The Cascade switch also performs local switching to minin
the unnecessary use of switching and transmission resources in the network.

Figure 3-4throughFigure 3-6show three configurations for Cascade’s
implementation of the SMDS Access Server with DXI switching architecture.
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Figure 3-4shows each Cascade switch connected through SSis and trunks. SMD
data packets are sent from one switch to another through trunks. SMDS data unit:
sent through SSis only when their destinations are not served by a Cascade switc

SMDS i Trunk SMDS
AS/Switch I AS/Switch

Trunk Trunk
SMDS

SMDS AS/Switch SMDS
AS/Switch AS/Switch
- Trunk Trunk -

OPTimum Trunk OPTimum Trunk

SMDS nnensmsnl =I-- MiEmmn SMDS
Trunk SSI ) Trunk
; OPTimum Trunk ;
AS/SWItCh L e e iR LR RN ] ] ] AS/SWltCh
SMDS SS Network
Trunk Trunk

SMDS SMDS

AS/Switch AS/Switch
I I

Figure 3-4. Cascade SMDS Access Server Networks Connected Through
SSlis and SMDS OPTimum Trunk
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Figure 3-5shows several small Cascade SMDS Access Server networks connecte
the SMDS SS network. Each small SMDS Access Server network consists of sev
Cascade switches connected with trunks.

SMDS data packets are sent from one switch to another in the same routing dom:
through trunks. However, SMDS data packets are sent from one domain to anoth
through SSis. Since there are no trunks connecting these small SMDS Access St
networks, SNMP/IP packet routing relies on routing and proxy Address Resolutior
Protocol (ARP). These addressing entities are explained later in the “SMDS
Addressing” section.

SMDS Trunk SMDS

AS/Switch I AS/Switch
I

Trunk

Trunk
SMDS

SMDS AS/Switch SMDS
AS/Switch AS/Switch
—T \Trunk SSI Trunk

Trunk SMDS
AS/Switch

/Trunk

SNI Trunk
SMDS SMDS
AS/Switch AS/Switch
CPE

Figure 3-5. Cascade SMDS Access Server Networks Connected Through
SSis Only

SMDS
AS/Switch

Trunk

SMDS SS Network
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Figure 3-6shows all of the Cascade switches connected together with direct trunk:

SMDS Trunk SMDS
AS/Switch AS/Switch

Trunk

Trunk

SMDS

SMDS AS/Switch SMDS
AS/Switch AS/Switch
SMDS SMDS Trunk
Trunk AS/Switch AS/Switch u
Trunk Trunk
SMDS SMDS
AS/Switch AS/Switch

Figure 3-6. Cascade SMDS Access Server/Switch Networks Connected
Through Direct Trunks

SMDS Addressing

This section describes how Cascade implements its SMDS addressing architectur
the SMDS Access Server/Switch.

Area IDs and Subscriber Numbers

In the Cascade SMDS Access Server with DXI switching architecture, an SMDS
address is divided into two parts:

* Area number (Area ID)
e Subscriber number

The Area ID can start with any digit. The length can be up to eight digits (four byte
long for Binary Coded Decimal encoding).
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The Cascade switch software automatically defines the Area IDs by applying a ms
to the individual addresdrigure 3-7shows this addressing scheme.

Individual Address:

c(i1/5/]0|8/6|9|2|1|2|3|4|F|F|F|F
Area Mask i
O/0O/F|F/F|F|F|F/O]O|O]O|O0O]O0O]|O0]O
Area ID i

0/ 0|5/ 0|8|6|9]2

Figure 3-7. SMDS Access Server/Switch Addressing

When a new SMDS address is advertised on the network, the Cascade switch soft
applies the SMDS Address Mask to the individual address, and searches the data
for the resultant Area ID. If the Area ID is not found, the new Area ID is added to t
database and mapped to the switch’s IP address.

Using CascadeView, you can set the SMDS Address Mask to mask from one to ei
digits of the SMDS address. The SMDS Address Mask setting is applied to all SM
addresses in the Cascade network.

Figure 3-8shows how Area IDs and subscriber numbers are assigned in the SMD*¢
network.
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508-278-xxxx 508-466-XXXX

SMDS Trunk SMDS

AS/Switch I AS/Switch I

508-592-Xxxx

Trunk Trunk
508-470-xxxx SMDS 508-774-XXXX
SMDS AS/Switch SMDS
AS/Switch AS/Switch
 — Trun k Tru n k I —

508-123-XXXX

508-142-XXXX

Trunk SMDS SMDS Trunk
AS/Switch SMDS SS Network AS/Switch
Trunk Trunk
SMDS SMDS
AS/Switch AS/Switch
- I
508-335-xxxx 508-199-xxxx

Figure 3-8. SMDS Area IDs and Subscriber Numbers

In Figure 3-8 the Area IDs are defined by the first six digits of the SMDS individual
address (for example, 508335). The “xxxx” portion of the SMDS address represen
range of subscriber numbers. Area IDs are mapped internally to IP addresses and
by OSPF to establish routing tables.
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Individual and Group Addressing
SMDS uses two types of addressing to transport Level 3 PDUs:

Individual Addressing — Individual addressing enables a CPE to send data units t
single address.

Group Addressing— Group addressing enables a CPE to send the same data uni
multiple addresses.

When a CPE sends a group addressed data unit, the network supporting SMDS
delivers copies of the data unit to a set of DXI-SNIs identified by the individual
destination addresses defined in the group.

In CascadeView, SMDS source and destination address screening features enabl
to restrict incoming and outgoing data to particular CPE destinations, as needed.
Figure 3-9illustrates the association between individual addresses, Area IDs, and
addresses.

Cascade Switch 1 (Boston) Cascade Switch 2 (New York)

Trunk
IP Address: 152.148.74.1 IP Address: 152.148.74.2
Individual Address Area ID Individual Address Area ID
508-692-0001 —¥ 508-692 508-690-0324 —P 508-690
508-443-0453 — P 508-443 508-444-9850 — ¥ 508-444
508-465-7845 — ¥ 508-465 508-165-4755 — P 508-165
508-876-9834 —¥» 508-876 508-576-9834 — P 508-576

Figure 3-9. SMDS Access Server/Switch Addressing

Routing and Virtual Paths

To route SMDS packets in the OSPF domain, the Cascade switch establishes a Vi
Circuit (VC) between the source and the destination switch. This routing method
shares the advantages of the Cascade Frame Relay PVC support, including
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* In-sequence packet routing
* Low overhead (five bytes long)
e High performance

A Virtual Path is established between each pair of Cascade switches (with SMDS
service) in the OSPF routing domain.

Figure 3-10Qllustrates the Virtual Path structure in the Cascade switch. The Virtual
Paths are node-to-node connections not port-to-port connections. Keep in mind tl
you can have only one Virtual Path between a pair of switches.

Calling Node Intermediate Node Calling Node
CcP . - cP
[
ulo HSSI

Virtual Path Structure

Virtual Path

CP —» Control Processor

HSSI —>» High Speed Serial Interface Module
UIO —» Universal Input/Output Module

|
b

Figure 3-10.  Virtual Path Structure
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Figure 3-1lillustrates the concept of Virtual Paths used to route SMDS packets
between pairs of Cascade SMDS Access Server/Switches in the same OSPF rou

domain.
SMDS i Trunk SMDS
AS/Switch. I _____________ L. AS/Switch
S~ S —
Trunk ~— Trunk
SMDS
AS/Switch
SMDS SMDS
AS/Switch AS/Switch
= Trunk Trunk _._
Trunk ! SMDS SSI SMDS ’ ' Trunk
. * AS/Switch AS/Switch | .
1, Trunk Trunk I
SMDS SMDS
AS/Switch AS/Switch
I
= Virtual Path
Figure 3-11. Virtual Paths Between Pairs of Cascade SMDS Access
Server/Switches
b The Virtual Path information for routing SMDS packets
through a Cascade network is constructed during the

OSPF protocol message exchange between the switches
at initialization and/or when a node becomes active.
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Routing Individual Addressed Packets

The SMDS Switching System routes SMDS individual addressed packets accordin
the following rules:

1. Ifthe Area ID of the destination address is in the Cascade switch, route the pa
to another DXI-SNI locally in this switch.

2. Ifthe Area ID of the destination address is not in this Cascade switch, butis in
Cascade OSPF routing domain, route the packet following the virtual path to tl
destination node. The destination node then routes the packet to the destinatit
DXI-SNI according to the entire SMDS address.

3. Ifthe Area ID of the destination address is not in the Cascade OSPF routing
domain, and the input DXI-SNI port maps to an SSI, route the packet locally tc
the SSI (if the DXI-SNI and the SSI are in the same switch), or route the packe
the node to which the SSl is attached (if the DXI-SNI and the SSI are not in tf
same switch). In the latter case, the destination node then routes the packet t
appropriate SSI.

Figure 3-12llustrates these rules.
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508-967-4513

DXI-SNI
Trunk SMDS
AS/Switch
Trunk Trunk
SMDS
AS/Switch
508-470-3328
DXI-SNI SMDS Trunk
AS/Switch
DXI-SNI
508-470-0496 ¢

SMDS
AS/Switch

9 Trunk

SMDS SS Network

DXI-SNI SMDS

508-471-4585 < AS/Switch DXI-SNI

Trunk 508-474-1111

Figure 3-12.  Individual Addressed Packet Routing
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SMDS address screening validates the source address of each data unit to e
sender of an SMDS data unit does not indicate a false source address. In a
SMDS Access Server/Switch validates the following:

» The source address specified by the sending CPE is an individual addres

» The source address specified by the sending CPE is legitimately assigne
DXI-SNI from which it was sent

Routing Group Addressed Packets

When the SMDS Access Server/Switch receives a group addressed packet f
DXI-SNI, it forwards the packet using the following process:

1. Routes the packet to each DXI-SNI whose address is in the same group,
switch, and maps to the same SSI.

2. Blindly sends a copy of the packet to each switch with SMDS service in tt
OSPF routing domain.

3. For each switch that receives a copy of the packet, sends a copy to each
switch’s DXI-SNIs whose address is in the same group and maps to the ¢

4. Any switch that connects to the SMDS SS network sends a copy to the n
through the SSI.

5. If a packet is received from the SSI, it is not re-sent over an OPTimum tr
configured on the receiving switch.
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Proxy ARP

Proxy ARP service is used to manage the Cascade SMDS Access Server/Switche
throughout the SMDS network. Figure 3-13the NMS is attached to the SMDS
Switching System through a router.

152.148.50.2

SMDS
AS/Switch

Trunk

SMDS
AS/Switch

152.148.50.3

Figure 3-13.

152.148.50.4 152.148.50.5
SMDS Trunk SMDS
AS/Switch I AS/Switch
I
152.148.50.6
Trunk Trunk
SMDS
AS/Switch
Trunk Trunk
152.148.50.1 152.148.50.7

SMDS
AS/Switch

/Trunk

SMDS SS Network

SNI

Router

SSI SMDS

152.148.50.254

192.9.200.199

192.9.200.20

NMS

Cascade Switches Support Proxy ARP

AS/Switch

Trunk

152.148.50.8

SMDS
AS/Switch

Trunk

SMDS
AS/Switch

152.148.50.9

The NMS manages the network traffic using SMDS In-Band network managemen
To be managed from this NMS, all SMDS Access Servers/Switches must be in the

same |P subnet.

With an attached SSI, the SMDS Switching System network provides proxy ARP
service for SMDS Access Server/Switches that are not attached to the SMDS
Switching System network in the routing domain.
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SMDS In-Band Network Management

SMDS In-Band network management enables the NMS operator to remotely man
the Cascade network using SMDS services to transport the SNMP/UDP/IP protoc
packets.

Cascade supports two configurations for SMDS In-Band management of the Casc
network:

* Inthe first configuration, the Cascade switch uses the SSI-DTE (SMDS-to-Acce
Server Interface/Data Terminal Equipment) to communicate with the router/NN
through the SMDS Switching System.

» In the second configuration, the Cascade switch uses the DXI-SNI (Data
Exchange Interface Protocol/Subscriber Network Interface) to communicate w
the router/NMS.
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In-Band Management Using SSI-DTE

Using SSI-DTE, the SMDS Access Server/Switch functions like a CPE that is direc
attached to the SMDS Switching System netwdrlgure 3-14illustrates a sample
SSI-DTE configuration.

152.148.50.2

SMDS
AS/Switch

Trunk

SMDS
AS/Switch
—
152.148.50.3

Figure 3-14.

152.148.50.4 152.148.50.5
SMDS Trunk SMDS
AS/Switch AS/Switch
I,
152.148.50.6
Trunk Trunk
SMDS 152.148.50.8
AS/Switch SMDS
AS/Switch
Trunk Trunk /———
152.148.50.1 152.148.50.7
SMDS SMDS Trunk
AS/Switch SMDS SS Network AS/Switch
Trunk SNI Trunk
152.148.50.254 SMDS
AS/Switch
ROUter -
152.148.50.9
T
192.9.200.199
192.9.200.20
NMS
I
SSI-DTE In-Band Management
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Using SSI-DTE, the SMDS Access Server/Switch does the following:

Assigns an SMDS individual address on the SSI-DTE for the Cascade switch.
This address is also used for the OPTimum Trunk source address.

Assigns an SMDS group address for the multicast ARP requests.
Assigns an IP address for the SSI-DTE.
Supports ARP over SMDS.

Specifies the SSI-DTE as the interface and the router as the next hop to reach
NMS.
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In-Band Management Using DXI-SNI

Using DXI-SNI, the SMDS Access Server/Switch communicates to the router/NM¢
using a DXI-SNI point-to-point connection.
Figure 3-15llustrates a sample DXI-SNI configuration.

152.148.50.2

SMDS
AS/Switch

Trunk

152.148.50.3

152.148.50.254

SMDS
AS/Switch
——

DXI-SNI

Router I

152.148.50.4 152.148.50.5
SMDS Trunk SMDS
AS/Switch AS/Switch
N
152.148.50.6
Trunk Trunk
SMDS
AS/Switch

Trunk
152.148.50.1

SMDS
AS/Switch

Trunk

192.9.200.199

192.9.200.20

Figure 3-15.

NMS

SMDS SS Network

Trunk
152.148.50.7

SMDS
AS/Switch

SSI

Trunk

DXI-SNI In-Band Management
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Using DXI-SNI, the SMDS Access Server/Switch does the following:

Assigns an SMDS Individual address on the DXI-SNI for the Cascade switch
Assigns an SMDS Group address for the multicast ARP requests

Assigns an IP address for the DXI-SNI

Supports ARP over SMDS

Specifies the DXI-SNI as the interface and the router as the next hop to reach
NMS
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ATM Services

Background

Asynchronous Transfer Mode, or ATM, is the latest networking technology intende
to support a wide range of advanced high-speed data applications. ATM is designe
remove the barriers between local and wide-area networks by providing seamless
interconnection for LAN interworking. ATM eliminates these barriers by removing
data transmission speed as an issue and providing flexible bandwidth-on-demand

In the past, companies built large networks to accommodate a specific kind of dat
transmission. These included voice networks, data networks, and television netwo
Many times this led to both a duplication of effort and tremendous cost outlays.
Because many of these networks were built for peak load conditions, the average
utilization was typically very low, leading to excessive costs.
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Therefore, it became important for companies to find ways of using a single netwc
infrastructure and assigning bandwidth on an as-needed basis. ATM lets both pri\
corporations and public service providers build unchannelized networks to make
efficient use of the underlying bandwidth on the network.

Currently, many users require data services above DS1, but not yet DS3. By offel
scalable rates from 1.5 Mbps to 155 Mbps or higher, ATM services can make the

wide-area network transparent for applications. Unlike Frame Relay or other data
services, ATM can easily accommodate delay sensitive traffic such as voice and vi

Technology Fundamentals

The following sections describe some of the basic ATM concepts. This discussior
not intended to be a comprehensive overview on the emerging ATM networking
technology. For additional information, learning materials, and the latest
developments in the ATM standard, consult the ATM Forum specifications.

What Is ATM?

ATM is based on connections, not channels. The term “asynchronous” refers to tt
way in which ATM achieves its unchannelized bandwidth allocation. ATM only sent
data associated with a connection when there is actual data to send. This is in cor
to channelized or Time Division Multiplexed (TDM) networks, where even if a
channel is idle, a special bit pattern must be sent in every time slot representing a
channel.
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Unlike X.25 or Frame Relg, ATM uses very shortfixed-length pakets callél cells.
The ATM cell is 53byteslong, cansisting ofa five-byte header containmpanaddress,
and afixed 48byte informationfield or payload In contrast, Frame Rejauses a
two-byte header and\ariable-lengthnformation field, as slown in Figure 4-1

ATM Cell
5-Byte
Header 48-Byte Payload
Frame Relay Frame
. Frame
Flag 2-Byte Variable Length Check Flag
Header Information Field Sequence

Figure 4-1.  Cells vs. Frames
For more information onATM cells, referto “ATM Cell Structue” on Page 4-12

ATM functionality correspods to he Fhysical Layer ad aportion of the Data Link
Layer of he Opa Systems Interamection (OSI) Reference ddel.

Layer 7 Application

Layer 6 Presentation

Layer 5 Session

Layer 4 Transport

Layer 3 Network ATM
Layer 2 Data Link

Layer 1 Physical

Figure 4-2.  ATM and the OSI Refeence Model
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The ATM protocol functionality must be implemented in both user equipment such
hubs and routers, and network elements such as switches. The network does not
anything about the end-to-end application that is running over an ATM connection

after the connection has been established.

How ATM Works

ATM is application transparent. The ATM cell size is a compromise between the o
frames generated by data communications applications and the short repetitive ne
of voice traffic. As such, ATM allows a free mix of data, voice, and video within the

same application.

ATM supports four service classes to handle the various data types on a network.
ensures optimal network usage and guaranteed end-to-end delivery.
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The fourATM service classes incluck the following:

Constant Bit Rate (CBR)— Handlesdigital information, such as video and digitized
voice, that must &representd by a @ntinuous streanof bits.

Variable Bit Rate-Real Time (MBR-RT) — Handles the packaging of special
delay-sensive applications such as paet videq that regireslow cel delay
variation between endmts.

Variable Bit Rate Non-RealTime (VBR-NRT) — Handles packaging for the
transfer of lmg, bursty data streamwver a pre-establiskleATM connectiom. This
service is als used for shortoursty LAN traffic.

Available Bit Rate/Unspediied Bit Rate (ABR/UBR) — Handles LAN tréic.

There are currenlthree different typs of ATM Adaptation Layers(AALS) to handle
thedifferenttypesof ATM traffic. Formore infamation onthe ATM Adaptaton
Layer(AAL), referto

“ATM Adaptation Layer (AAL)” onPage 4-10

ATM takes inbrmation such awoice, video, anddata from multiple surces and
multiplexesit into a cél stream, as siwn in Figure4-3.

Constant Bit Rate (CBR) - Voice |:> [ | |

Variable Bit Rate (VBR-RT) - Video [ > W |

Variable Bit Rate (VBR-NRT) - Data [ > B/l ]

ATM Service Classes ATM Cell Segmentation Multiplexing ATM Cell Stream

Figure 4-3.  ATM Multiplexing
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Multiplexing defines the means by which several streams of data share a commor
physical transmission medium. Switching takes the instances of a physical
transmission medium containing multiplexed information streams and rearranges
information streams between input and output.

Therefore, information from one physical link in a specific multiplex position is
switched to another output physical link. Conventional LANs, such as Ethernet ar
FDDI, use shared media where only one node can transmit at a time.

Bandwidth Efficiency

As a cell relay technology, ATM differs from Time Division Multiplexing, or TDM.
TDM is a synchronous mode of data communication that digital telephone networl
have long used.

TDM networks move information in fixed-length 8-bit “time slots.” Because TDM
networks are designed to carry voice, 8,000 time slots per second (the rate of samj
used for the digitalization of voice) are allocated to each connection. This concep
what creates the basic 64-Kbps single digital channel.

Moving information around in time slots works only if the time slots are
synchronized. Information arriving on a node can expect to find its allocated time ¢
waiting to carry the information out. If input and output time slots are skewed fron
each other, the output slot might “depart” before it was filled. This form of
transmission is sometimes called “synchronous transfer” because network clocks
synchronized to assure time slots match throughout the network.

Figure 4-4represents a sample TDM data stream. Time slot “User A” occurs right
after the Frame Bit (F/B) and every third time slot thereafter. To locate User A dat
start with the time slot after the Framing Bit, and count every third time slot thereaft
This is the synchronous nature of TDM.

FB | A B C A B C A B C A

Figure 4-4. Time Division Multiplexing
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Unlike TDM, ATM attempts to allocate bandwidth more efficiently by giving users
access to the entire communications channel on-demand. If the channel is in use
user may have to wait to gain access. However, because cells are small and
fixed-length compared to frames, the delay is minimal and can be controlled.

Using ATM multiplexing, for example, User A can transfer data using the entire
bandwidth of the channel. User B inserts messages occasionally, as needed, and
C takes up almost no capacity.

Figure 4-5represents a sample ATM data stream. Users can access the channel ¢
somewhat random basis. Unlike TDM, a user’s traffic occurs asynchronously with
respect to any framing information in the channel, hence the asynchronous nature
ATM.

Figure 4-5. ATM Multiplexing

The ATM Standard

The ATM standard is defined as part of the Broadband Integrated Services Digital
Network (B-ISDN) standard. Architecturally, ATM comprises the bottom three laye
of the B-ISDN protocol stack, as shownFigure 4-6
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User Layer:
Upper level protocols
and functions

Figure 4-6. B-ISDN Reference Model for the ATM Standard
The three layers have the following functions:

Physical Layer— Defines the electrical or physical interface, line speeds, and othe
physical characteristics. The Physical Media sub-layer provides the bit transmissi
capability, including bit alignment, line coding, and electrical/optical conversion.
(This corresponds to the Physical Layer of the OSI Reference Model shéuguie
4-2)
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In addition to the generation and recovery of transmission frames, current ATM
physical media includes the following:

Synchronous Optical Network (SONEF)A Bellcore specification that is currently
being used in worldwide public data networks. It is a synchronous optical
network-based User-Network Interface (UNI), either public or private, operating at
speeds from 51 Mbps to 2 Gbps over single-mode optical fiber.

OC3c SONET A SONET-based fiber-optic UNI, either public or private, operating
at 155.52 Mbps over single-mode and multimode optical fiber.

Digital Signal Level 1 (DS1)- A public or private UNI operating at 1.544 Mbps over
coaxial cable.

Digital Signal Level 3 (DS3}- A public or private UNI operating at 44.736 Mbps
over coaxial cable.

The Transmission Convergence sub-layer is part of the Physical Layer and does t
following:

* Generates and recovers the transmission frame
» Performs cell framing and recovery
* Performs bit timing

* Generates header error-control sequence

ATM Layer — Defines the cell format and provides for the transport of fixed-lengtt
cells between the endpoints of a virtual connection. The ATM Layer also provides
multiplexing functions to establish multiple connections across a single UNI.
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The ATM Layer performs the following functions:

* In the transmit direction, multiplexes ATM cells from individual virtual channels
into one cell stream.

» At the receiving end, demultiplexes arriving cell streams into individual cell flow
appropriate to the virtual channel.

ATM Adaptation Layer (AAL) — Defines the process of converting information
from the upper layers into ATM cells. This layer deserves special attention becaus
the important role it plays in handling the different types of ATM traffic.

ATM Adaptation Layer (AAL)

The ATM Adaptation Layer (AAL) runs from the end system and is transparent to t
ATM network. The AAL is organized into two logical sublayers:

Convergence sub-layer— Adapts the services provided by the ATM Layer to the
requirements of the upper layers.

Segmentation and Reassembly sub-layer Segments upper layer information into
a size suitable for the payload of an ATM cell, and reassembles the contents of th
ATM cell payload into upper layer information.

There are currently three different types of AALs to handle different types of ATM
traffic.

Type 1: Constant Bit Rate (CBR) Services— Type 1 is an isochronous, constant
bit-rate service for audio and video applications.
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Type 3/4: Variable Bit Rate (VBR) Data Transfer

Services— Type 3/4 resulted from the merging of Type 3 (connection-oriented) an
Type 4 (connectionless) VBR Data Transfer services. Type 3 handles packaging
the transfer of long, bursty data streams over a pre-established ATM connection.
4 manages the packaging of short, bursty data streams such as LAN traffic, but is
encumbered by additional overhead.

Type 5: Simple and Efficient Adaptation Layer (SEAL) — Type 5 is an extension
of the Type 3 AAL. It simplifies the Segmentation and Reassembly sub-layer porti
of the Adaptation Layer to pack all 48 bytes of the ATM cell payload with data. Tyj
5 makes ATM look like high-speed Frame Relay. It also assumes that only one
message is crossing the UNI at a time. That is, multiple end-users at one locatior
cannot interleave messages on the same virtual circuit, but must queue them for
sequential transmission. Type 5 is mainly used for data applications.

The International Telecommunications Union-Telecommunications Sub-section
(ITU-T) has defined certain service classifications based on how bits are transmitt
the required bandwidth, and the types of connections required. These include the
following:

Class A (CBR)— Connection-oriented, constant bit rate data with a timing
relationship between source and destination, for example 64 Kbps digital voice.

Class B (VBR-RT)— Connection-oriented, variable bit-rate video and audio with a
timing relationship between source and destination.

Class C (VBR-NRT) — Connection-oriented, variable bit-rate with no timing
relationship between source and destination, for example Frame Relay traffic.

Class D (UBR/ABR) — Connectionless, variable bit-rate data with no timing
relationship between source and destination, for example SMDS traffic.
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Figure 4-7summarizes the AAL Service Classes.

Class A Class B Class C Class D
Timing Required Not Required
Bit Rate Constant Variable
Connection Mode Connection-Oriented Connectionless
C . : Compressed
Applications Voice, Video Voice, Video Frame Relay SMDS
Figure 4-7. AAL Service Classes
ATM Cell Structure
As shown inFigure 4-8 the ATM cell consists of two parts:
a 5-byte header and a 48-byte information field, or payload.
For networking purposes, only the header is significant.
8 7 6 5 4 3 2 1 Byte
-
\ Generic Flow Control (GFC) Virtual Path Identifier (VPI) 1
| VPI Virtual Circuit Identifier (VCI) | 2
5-Byte
Header VCI 3
: VClI Payload Type (PT) CLP| 4
\ Header Error Control (HEC) 5
3 6
|
48-Byte
Payload Payload
|
|
L 53
Figure 4-8. ATM Cell Structure

Networking Services Technology Overview




Technology Fundamentals A
ASCEND

The ATM cell contains the following fields:

Generic Flow Control (GFC) — Controls the flow of traffic across the UNI and into
the network. Currently, this field is not used.

Virtual Path Identifier (VPI) and Virtual Circuit

Identifier (VCI) — Provides addressing identifiers used to route cell traffic. Becau:
of their routing significance, the VPI and VCI addressing identifiers are described
further in the next section.

Payload Type (PT)— Indicates the type of information carried by the cell. This
designation is used by the network or terminating equipment to provide various tra
handling mechanisms.

Cell Loss Priority (CLP) — Indicates the cell Discard Eligible (DE) status,
depending on current network congestion conditions.

Header Error Control (HEC) — Provides protection against misdelivery of cells
due to addressing errors.

Payload— Follows the HEC field and contains 48 bytes of user data.

ATM Connections: VPIs and VCls

ATM cells are sent between two points over a shared facility composéaduc]
Channels (VCs) These connections can be established on-demand (as a switche
service), or pre-provisioned (such as Frame Relay PVCs).

A Virtual Channel is used to describe a connection between two communicating A
entities associated by:

* One identifier value called the Virtual Path Identifier (VPI)

* One unique identifier value called the Virtual Channel Identifier (VCI)
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A Virtual Path (VP)is used to describe multiple, bi-directional transport of ATM cells
belonging to virtual channels that are associated by a common VPI. A virtual char
can consist of the following:

A group of ATM links
User equipment to a central office switch link
Switch-to-switch link

Switch-to-user equipment link

All communications proceed along this same VC, which preserves cell sequence
provides a certain quality of servicEigure 4-9illustrates the concept of VCs and
VPs.

VPI'1

VPI 2

VPI 3

Paths

= VCI 41
— vCl 42 || VPI5
Virtual [ velas

Figure 4-9. Virtual Channels and Virtual Paths

As previously mentioned, the cell header contains both a VPI and VCI, allowing a c
to be given a unique VC identifier and be associated with a particular virtual path.
shown inFigure 4-9 the same VCls can be used within different VPs.

b The VPl and V/CI are used only for establishing
connections between two ATM entities, not the
end-to-end connection.
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The ATM switch initially looks at the VPI. If there is a VP configured for that VPI,
the ATM switch looks no further and switches cells based on the VPI. However, if
there is no VP configured for that VPI, the switch looks at the VCI and switches ce
based on the combined VPI/VCI.

b VPIs and V/ClIs, like DLCIs for Frame Relay, have local
significance at the switch. As the message is forwarded,
the switch may change the VPI, and in the case of an
isolated VVC, may also change the VCI.

Cascade’s Implementation of ATM Services

Cascade supports pure ATM cell switching on its Cascade 500 platform, as well a
interworking with other established technologies, such as Frame Relay and SMDS
its B-STDX platform. The remainder of this chapter discusses how the

Cascade 500 ATM switch implements pure ATM cell switching.

Physical and Logical Port Architecture

A logical port refers to the type of service that is mapped to a physical port on the
Cascade 500. Usually, there is a one-to-one correspondence between a logical p
and a physical port. In the case of a channelized interface or an OPTimum trunk, tl
is a one-to-one mapping at the channel or virtual circuit/virtual path level. This
enables multiple logical ports to be mapped to a single physical port.
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The Cascde 300 sipports the 6ll owing physical port types:
e 8-port DS1/EIATM UNI

* 8-port DS3/E3ATM UNI

e 4-port OC3c/STM-IATM UNI

e Single port OC12¢/STM-ATM UNI

Same ofthe physical pd paameers indude the fdlowing:
* Pat admiristraton status

* Transmit clock source

* Bandwidth

» Cdl payload scramble

 MIB interface nmber

For a canplete list of physical porpparameters, refdo the
Cascale 300 Network Adnmiistrator's Guick.

The Cacade 500 sipports the foll owing logical port types:

ATM UNI DCE — Canfigures tle logical port to communicate withreATM CPE
over ATM PVCs and SVCs.

ATM UNI DTE — Canfigures thelogica port to @mmunicte with an ATM switch
over ATM PVCs aml SVCs. he Cascde 500 ackas an access concentrator feeding
multiple Frame Relay and/&TM PVCs and SVCstthe ATM nework via this

logical port. This type of conection is generall usel to comecta Cascad private
network to a public netork, and as a feder for Cascade OPTimum trunks.
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ATM ISP DCE and ATM IISP DTE — Enables ya to corfigure Interim
Inter-switch Signalihg Probcol (11ISP) DCE or DTE prts that conect a Cascade 500
to another vendts ATM switch, or a Cascade 500 to another Cascade b@se
services statically route SVCs throinga mixed-verdor switchnetwork.

ATM Direct Trunk — Enables you to m&e adirect trunk connection betweeno
Cascad&00 switches.

ATM OPTimum Cell Trunk — Enables a logicalgst to communicag with apeer
Cascadé00 over anATM Permanat Virtual Path (PVP) Before you ca corfigure
this type of logical port, you mustfirst define anATM UNI DTE logical port on the
physical port.

ATM Cell Switching

Wide-areaATM switches musineet the demarsaf heavy traffic periods ad
effectively utilize netvork bandwidh while minimizing trdfic congestion. In
addition, tley mustprovide guaranted delivery for all types of trHic, including
voice, video, ard multimedia applications.

The Cascde 300 sipports the 6llowing ATM sewice classes, each Wiscalable
Qudity of Service (QoS)levels:

» Constant Bit Rate (CBR)

e Variable Bt Rate-Reallime (VBR-RT)

» Variable Bt Rate Non-Realime (VBR-NRT)

« Available Bit Rate/Unspedied Bit Rate (ABR/UBR)

For a @mplete description of the four ATM service classes, refe to “ATM Adaptation
Layer (AAL)” on Page 4-10
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In general, the Cascade 500 implements scalable and configurable ATM service
classes by implementing four buffer planes, each associated with one of the four A
service classes. Internally, the Cascade 500 performs dual-stage buffering, with
buffering taking place on both the switch module and on each line card.

Cells coming in and out of the buffer planes are processed according to a schedul
algorithm, where each buffer plane is serviced according to its ATM service class
priority and the actual traffic entering the Cascade 500. This algorithm ensures thg
ATM service classes are attended to at some point.

To guarantee levels of performance for the various types of traffic, each ATM servi
class has varying QoS requirements. For example, video-based services have
stringent delay variation and cell loss ratio objectives, while other applications hav
different QoS requirements.

The following sections describe how the Cascade 500 implements scalable and
configurable QoS levels for the ATM service classes.
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Cascade 500 QoS Parameters

On the Cascade 500, when configuring QoS parameters for ATM service classes,
can select the following on a per-port basis:

Dynamic — Enables the bandwidth allocation to change dynamically according tc
bandwidth demands. Dynamic bandwidth allocation pools the remaining bandwid
for a connection. This includes bandwidth that has not already been allocated to
specific queue or assigned to a connection.

Fixed — Specifies the percentage of bandwidth you want to reserve for that ATM
service class. For example, if you set CBR or VBR traffic to Fixed, you are specifyi
the maximum bandwidth to reserve for this type of traffic. If the network requests
circuit that exceeds the fixed value, the circuit cannot be created.

b If specific ATM service classes are set to Dynamic, any
remaining bandwidth percentage is allocated to those
ATM service classes as needed. For example, if CBR is
fixed at 30%, UBR is fixed at 25%, and the two VBR
classes are set to Dynamic, the remaining 45% of
bandwidth will be dynamically allocated between the two
VBR service classes.

You can also select one of the following routing metrics for each ATM service clas:
Routing optimizes network resources by avoiding congested paths and finding les
congested paths, thereby helping to guarantee fast data delivery.

Cell Delay Variation — This routing metric measures the average variation in dela
between one cell and the next, expressed in fractions of a second. When emulati
circuit, cell delay variation measurements allow the network to determine if cells a
arriving too fast or too slow.

End-to-End Delay— This parameter measures the time it takes a cell to get from o
end of a connection to the other.

Admin Cost — This parameter measures the administrative cost associated with t
logical port. The administrative cost is specified by the network administrator,
allowing for manual routing.

Networking Services Technology Overview




Cascade’s Implementation of ATM Services A
ASCEND

Cascade 500 ATM Traffic Descriptors

When you create either a Permanent Virtual Circuit (PVC) or a point-to-multipoint
circuit on the Cascade 500, you can select one of several traffic descriptors. Traff
descriptors specify which traffic parameters are used for traffic control. Traffic
descriptors also determine the number and type of cells that are admitted into a
congested queue, and whether or not high-priority cells are tagged as low-priority
cells when traffic exceeds the traffic parameter thresholds. Traffic descriptors are
follows:

Peak Cell Rate (PCR)}— Peak Cell Rate is the maximum allowed cell transmission
rate (expressed in cells per second). It defines the shortest time period between ¢
and provides the highest guarantee that all network performance objectives (base
cell loss ratio) are met.

Sustainable Cell Rate (SCR}— Sustainable Cell Rate is the maximum average cel
transmission rate allowed over a given period of time on a given circuit. It allows t
network to allocate sufficient resources to guarantee that all network performance
objectives are met. This parameter applies only to VBR traffic; it does not apply tc
CBR or UBR traffic.
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Maximum Burst Size (MBS) — Maximum Burst Size is thmaximum number of
cells that care recéved at he Peak Cell Rate.

If theburst is larger than anticipated, theadditional cells are d@ther tagged or dopped.
This parameter ggies only to VBR traffic; it does ot apply b CBR a UBR trdfic.

CLP=0 — Spediies the high-pority cdl stream (cdb whose CiéLoss Prority bit is
set to 0).

CLP=1 — Spediies the low-priority cell stream (cells whose Cell Lossdvitiy bit is
setto 1).

CLP=0+1 — Specifies theaggregatecell stream (celb whaose CellLoss Priority bit is
either Oor 1).

Tagging— Tagging refersd the methodbf identifying a high-priority cell (CLP=0)
as a ow-priority cell (CLP=1), as @posed to simply dropping ¢ftells from the cell
stream when the CLP=0 cell stream is non-conforming.

Best Effort — Setsa “Best Effort” bit in the cell header. The nework atempts to
deliver trdfic thatexceedshe limits of the trdfic contract However, there areno
guaranteedhiat trdfic will be delivered.

For information ontraffic desciptor combinaions referto the Cascade 50 Network
Administator’s Guide.
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Delivering ATM QoS Guarantees

To guarantee that a specified amount of data is delivered, traffic contracts must be
configured for each of the ATM service classes. While data above the traffic contr
can still be delivered if there are network resources available, data that exceeds tt
traffic contract can be delayed or lost.

To make sure incoming traffic does not exceed its traffic contract, the Cascade 50
uses a traffic policing process ttsage Parameter Control (UPC)

If a cell exceeds the traffic contract, the Cascade 500 does one of the following:

» Delays the traffic until the congestion goes away and there is available bandwi
to deliver the traffic

e Tags the cell by setting the CLP bit to 1
» Discards the cell

To regulate VBR-RT and VBR-NRT traffic at the entry point of the network, the
Cascade 500 implements a version of the open-loop congestion control mechanis
known as thé.eaky Bucket Algorithm

Conceptually, a leaky bucket traffic shaping scheme works as shdviguire 4-10
When data is to be sent, the sending host places the data flow’s cells into the bucl
Cells drain out of the bottom of the bucket and are sent onto the network. The rat
enforced by a regulator, the SCR, at the bottom of the bucket.

The bucket’s size, the MBS, limits how much data can build up waiting for entry or
the network. If the flow, the PCR, presents more data than the bucket can store, t
excess data eventually begins to spill over the top of the bucket. Consequently, ce
are delayed or discarded.
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The primary effect of the Leaky Bucket Algorithm is to force a burst source
into a flow of equally spaced cells.

Peak Cell Rate (PCR) = The rate at which the bucket can fill.
Sustainable Cell Rate (SCR) = The rate at which the bucket can drain.

Maximum Burst Size (MBS) = The size of the bucket.

Data Burst Data Burst

1

PCR is less than the SCR.

PCR is greater than the SCR.

)

To the network To the network

Figure 4-10. Leaky Bucket Algorithm

b For CBR traffic, there is only a PCR for each cell stream.
If the PCR is exceeded, the buffers and queues continue
to fill until there is no more room, and cells are delayed or
discarded.

Closely related to traffic management is network congestion control. The C
500 uses &onnection Admission Control (CAG)Igorithm to enable you to col
cwcmt creatlon on phyS|caI ports based on QoS objectives. The following <
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Connection Admission Control (CAC)

The Cascade Connection Admission Control (CAC) algorithm performs connectiol
admission control for all ATM service classes. The CAC enables you to control
circuit creation on physical ports based on QoS objectives.

For example, the CAC computes an equivalent bandwidth value for a circuit basec
the circuit's traffic parameters and requested Cell Delay Variation (CDV) and Cell
Loss Ratio (CLR). The circuit's effective bandwidth, somewhere between the circu
SCR and PCR, indicates how tightly packed the circuits can be on trunks while sti
guaranteeing CDV and CLR objectives.

The Cascade 500 finds a path for the circuit that has sufficient bandwidth available
(i.e., whose available bandwidth on each trunk segment is greater than or equal tc
circuit's effective bandwidth).

The Cascade 500 supports two CAC algorithms:
» The default Cascade CAC algorithm
e The customized CAC algorithm

Default Cascade CAC

The default Cascade CAC algorithm is based on a queuing analysis study of the ot
ports. Using both fluid flow and Gaussian queuing analysis techniques, a conserve
closed-form expression for effective bandwidth usage is obtained. This expressio
takes into consideration the following:

» The traffic characteristics of the circuit to be configured, including Peak Cell Re
(PCR), Sustainable Cell Rate (SCR), and/or Maximum Burst Size (MBS)

e The current load on the physical port
* The buffer sizes

e The desired cell loss ratio objectives
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The expression produces a conservative estimate of the required bandwidth to
guarantee the desired cell loss ratio and provide good port utilization. If the circui
will adversely impact guaranteed delivery, the circuit is not created.

Customized CAC

The customized CAC algorithm allows network providers to customize the allocati
of bandwidth based on a predefined rule. The effective bandwidth of a VBR-NRT ¢
VBR-RT connection with some SCR value is computed as:

Bweff = SCR f1 f2
where f1 andf2 are scale factors specified from CascadeView.

These factors depend on the physical port type and the SCR range of values,
respectively. No ATM service class guarantees are provided when the customizec
CAC algorithm is used.

Over-subscription and CAC
When defining a logical port, you can do the following:
» Specify a particular bandwidth (capacity) for that logical port

» Configure upper limits on the portions of the bandwidth that can be used by
different ATM service classes

» Supply over-subscription factors for each ATM service class (except CBR)

The available bandwidth for a given class on a logical port is calculated as follows

(over-subscription factor x upper limit % of the QoS) X logical port bandwidth

When configuring a circuit, the inflated (over-subscribed) available bandwidth is
compared against the effective bandwidth of the circuit to allow for over-subscriptio
For example, you could configure a logical port to have a capacity of 40 Mbps anc
specify the following bandwidth usage:

* CBR traffic 20%
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*+ VBR-RT traffic 30%
* VBR-NRT traffic 40%
*+ UBR traffic 10%

You can also specify that VBR-NRT traffic can be over-subscribed 200%, wh
other ATM service classes cannot. In this case, the initially available bandwic
follows:

e 8 Mbps for CBR traffic (.2 40 =8)

e 12 Mbps for VBR-RT traffic (.3 40 =12)

e 32 Mbps for VBR-NRT traffic (.4 40x 200% = 32)
e 4 Mbps for UBR traffic (.k 40 =4)

In this example, if your network tries to send 32 Mbps of VBR-NRT traffic ov
port, it is sent if there is little or no other traffic from the other ATM service cle
However, if the other ATM service classes are fully utilizing their reserved
bandwidth, some of the traffic is dropped or delayed.

When over-subscription is used, the QoS for the ATM
service class is not guaranteed because you are
effectively overriding the CAC algorithm.
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The CAC is integrated with Cascade’s routing algorithm so that the route calculati
meets the ATM service class guarantees. Cascade uses a variation of the Open
Shortest Path First (OSPF) standard for end-to-end routing callgtired Network
Navigator (VNN) The following section briefly describes the VNN.

Virtual Network Navigator (VNN)

In general, the VNN optimizes network resources by avoiding congested paths an
finding less congested paths, thereby helping to guarantee fast data delivery.

The VNN establishes a network path based on a virtual circuit's ATM service class
requirements, including

* Bandwidth

e End-to-end delay

« Cell Delay Variation (CDV)
e Cell Loss Ratio (CLR)

The VNN uses a “Best Route” calculation algorithm to optimize network resources
In addition, the VNN incorporates policy enhancements that allow you to:

» Select specific trunks
» Create virtual private networks

« Dedicate trunks to control traffic
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Figure 4-11shows the configuration of VNN trunk links on a Cascade network. No!
that the VNN links are both physical links and logical links traversing alternative
services.

Frame Relay

Alternative
Service

Backbone Router

Cascade Switch

Cascade Switch

Figure 4-11. Virtual Network Navigator (VNN) Configuration
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The VNN has three major components:

« Atopology database capturing the physical topology, ATM service classes, an
QoS levels on each ATM link

» Atopology database distribution algorithm (OSPF based)
» A “Best Route” calculation algorithm for optimizing network resources

These components operate in conjunction witiMineial Circuit Manager (VC
Manager)services resident on every Cascade switch in a network. VC Manager is
switching intelligence in each node that builds the input port-to-output port VC
mappings required for the basic operation of any switching device. VC Manager a
performs the VC acceptance decision that compares the bandwidth resources req
by an additional connection against the actual available resources on a link, therel
helping to prevent circuits from being created in congested areas of the network.

VNN Metrics
Each VNN link in a Cascade network is characterized by the following metrics:

Available bandwidth for each ATM service class— Indicates the available
bandwidth on the trunk for each ATM service class traffic, expressed in Kbps. The
value can be from 1 Kbps to 16 Gbps. The values of this metric are asymmetric (i
is, they can be different in each link direction).

Delay — Indicates the static delay of the trunk, consisting of both propagation and
transmission delay. Delay is measured by the VNN protocol when the link initially
comes up. The delay measurement does not include queuing delays; therefore, it
not reflect trunk congestion. The trunk protocol dynamically measures the delay
imposed by the trunk to a granularity of one millisecond.
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Trunk capability — Indicates static trunk capabilities (e.g., packet or cell).

Version identifier — Indicates the version of routing software currently executing ir
the switch. This allows the gradual introduction of new routing functionality.

When a new route needs to be created, these four metrics are analyzed, and the
picks the route that best guarantees data delivery for the type of data being delive

VNN Routing Options

The following policy-based routing options are available in a VNN trunk-link
configuration:

Administrative path control — You can assign costs to individual trunks. Usually,
the administrative cost reflects the trunk’s distance or tariff. Those trunks with higF
costs are avoided. When there are two paths that satisfy a connection's ATM sen
class requirements, the path with the lowest total administrative cost is chosen. T
larger the value given to a trunk, the less likely it will be used for virtual circuits.
There is also an option to set the administrative cost of each trunk to its measurec
delay. Selecting this option provides least-delay routing.

Management trunks— You can configure trunks to be used exclusively for
management traffic. These trunks do not carry any user data or routing informatic
that is not required for network management purposes. This option is used by cal
customers to satisfy certain regulatory requirements prohibiting subscriber data
transport across Local Access and Transport Area (LATA) boundaries. It is mainly
used to enable the management of multiple networks from a single Network
Management Station (NMS), even when user traffic between the networks is
prohibited by government regulations.
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Virtual private network trunk — You can dedicate trunks to specific end-users,
thereby creating multiple virtual private networks from a single network of Cascad
switches. Binding between a set of private trunks and customer ports indicates
whether the trunks have been dedicated to a particular subscriber's virtual private
network. If so, only those ports associated with that subscriber are allowed to
establish VCs over the trunk.

Virtual path capability — You can specify whether or not the trunk supports the
routing of ATM virtual paths.

Switched Services

ATM cell relay service supports both on-demand Switched Virtual Connections
(SVCs) and non-switched Permanent Virtual Connections (PVCs). PVCs are
typically used by institutions between fixed corporate locations.

In contrast to PVCs, SVCs provide flexibility for establishing dynamic connections
between locations that are not fixed. SVCs optimize network performance becaus
circuits only exist while needed. In addition, SVCs guarantee data delivery becau
they can be created dynamically, provided the network bandwidth is configured to
accept the SVC creation parameters.

SVCs are established and dismantled usisigm@aling protocol Signaling is the act
of transferring service-related information between the user and the network and
among network elements. Signaling takes place between the user and the network
the User-Network Interface (UNI) and between network elements over the Networ
Node Interface (NNI).

The signaling protocols in UNI 3.0/3.1 support four ATM service classes:
» Constant Bit Rate (CBR)
* Variable Bit Rate-Real Time (VBR-RT)
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» \Variable Bit Rate Non-Real Time (VBR-NRT)
« Available Bit Rate/Unspecified Bit Rate (ABR/UBR)

Later versions of the UNI Specification are expected to allow discreet signaling of

individual QoS parameters.

Signaling Protocol Stack

The signaling protocol stack is implemented in the user’s equipment and in the
network peer. It consists of the following layers, in descending order, as defined
the Open Systems Interconnection (OSI) Reference Model:

Layers 7-4
Layer 3

Layer 2a

Layer 2b

Layer 2c
Layer 2d

Layer 1

Call Control

Q.2931

Signaling ATM Adaptation Layer
(Service Specific Convergence Function)

Signaling ATM Adaptation Layer
(Service Specific Connection Oriented Protocol)

ATM Adaptation Layer (Type 5)
ATM Layer

DS3 framing and SONET framing

For detailed information about the Signaling Protocol Stack, refer taTihe
User-Network Interface (UNI) Specificatioversion 3.2.
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Call Control Functions

For on-demand SVCs, the cell relay service allows you to provide information
regarding the type of service you require. For example, call control for point-to-po
calls involves the following procedures:

» Establishing a call at the originating interface
» Establishing a call at the destination interface
e Clearing a call

» Handling error conditions

The signaling is done during the call establishment phase, except for multipoint ce
where parties can be added or dropped as needed. The call establishment phase
followed by an information transfer phase and then a call release phase.

Transporting Signaling Messages

Signaling messages must be reliably transported between network peers. One
important mechanism for ensuring reliability is Bignaling ATM Adaptation Layer
(SAAL) function.

The SAAL resides between the ATM Layer and Q.2931 in the user’s equipment. |
purpose of the SAAL is to provide reliable transport of Q.2931 messages betweer
peer Q.2931 entities, such as an ATM switch and host, over the ATM Layer.

The SAAL is subdivided into the following two parts:

Common Part (CP)— Represents the functionality common to all users requiring
connection-oriented, variable bit-rate information transfer. It provides uninsured
information transfer and a mechanism for detecting corruption of information carri
in the SAAL frames.

Service-Specific Part (SSP}— Represents the protocol and procedures associated
with the signaling needs of the UNI. It provides data recovery.

For detailed information about the SAAL, refer to &K1EM User-Network Interface
(UNI) SpecificationVersion 3.1.
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SETUP Message Capabilities

The SETUP message is one of the more important signaling messages. It enable
ATM device to select the desired bandwidth and QoS levels using appropriate
information elements to establish a connection.

The SETUP message is sent by the calling user to the network and by the networl
the called user to initiate call establishment. Some of the key information element
the SETUP message include the following:

« AAL parameters

* ATM user cell rate

» Broadband bearer capability
» Called party number

e Calling party number

« Connection identifier

« QoS class
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Defining SVC Addresses on the Cascade 500

The Cascade 500 includes an SVC and routing processor on every line card.
Consequently, the Cascade 500 achieves very high SVC setup rate performance.

There are two broad types of addresses used to configure SVC parameters on the
Cascade 500:

* ATM End System Address (AESA) formats
+ Native E.164 address format

These are described in the following sections.

ATM End System Address (AESA) Formats
There are four AESA formats supported:
« Data Country Code (DCC)
» International Country Designator (ICD)
« E.164
* Custom

All AESA address formats consist of 20 octets (40 hex digits). Each of these addi
formats contains the following components:

Authority and Format Identifier (AFI) — The AFI part of the AESA address
identifies the authority that allocates the DCC, ICD, or E.164 part of the AESA
address, as well as the syntax of the rest of the address. The following are valid /

e 0x39 for DCC
e 0x47 for ICD
e 0x45 for E.164

» A user-specific code for custom prefixes/addresses
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Initial Domain Identifier (IDI) — A hex code that identifies the sub-authority that
has allocated the address. The format depends on the address type:

DCC, ICD— Consists of 2 octets (4 hex digits)

E.164— Consists of 8 octets in binary coded decimal (BCD) format (1-15 hex digi
plus a trailing Fh; also, if less than 15 digits are entered, leading zeros are require
fill the 8 octets)

High-Order Domain-Specific Part (HO-DSP)— The authority specified in the
AFI/IDI octets determines the format of this field. It describes the hierarchy of the
addressing authority, and conveys topological significance. It should be constructe
facilitate routing through interconnected ATM subnetworks. The general format fo
each address type is as follows:

DCC, ICD— Consists of 10 octets (20 hex digits)
E.164— Consists of 4 octets (8 hex digits)
Custom— Consists of 12 octets (24 hex digits)

End System Identifier (ESI)— A 6-octet (12 hex digit) field that identifies the end
system. This is typically an IEEE Media Access Control (MAC).

Selector (SEL)— A 1-octet (2 hex digit) field that is not used for ATM routing, but
may be used by the end system.

Initial Domain Part (IDP) — Consists of the AFI and IDI fields.
It uniquely identifies the administrative authority responsible for allocating and
assigning the Domain Specific Part.

Domain-Specific Part— Consists of the HO-DSP, EDI, and SEL fields.
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Native E.164 Address Format

Native E.164 addresses are the standard Integrated Services Digital Network (ISC
numbers, including telephone numbers. Native E.164 addresses consist of 1-15
ASCII digits. For example, standard 10-digit United States telephone numbers, st
as 508-555-1234, are native E.164 addresses.

Unlike AESA address formats, native E.164 addresses are not broken down into ¢
AFI, HO-DSP, ESI, and SEL portion. When a native E.164 address is translated t
E.164 AESA format, the native E.164 address is stored in octets 2-9 of the 20-oct
AESA address, while the HO-DSP, ESI, and SEL portions are filled with zeros.

Conversely, when an E.164 AESA address is translated to native E.164 address
format, the AFI, HO-DSP, ESI, and SEL portions, as well as any leading zeros in t
8-octet AESA E.164 address, are stripped off to produce the native E.164 addres:

About Address Registration

Address information in a switch is used both for determining the proper route for c:
and for calling party screening. When used for route determination, the switch
advertises an appropriate subset of its configured node prefixes, port prefixes, and
addresses to all other switches in the network. When used for calling party screer
the switch uses the configured node prefixes, port prefixes, and/or port addresses
determine whether or not a call should be accepted by the network.

To perform these two functions at a UNI, both the user and the network need to kr
the ATM addresses that are valid at the UNI. Address registration provides a
mechanism for address information to be dynamically exchanged between the us
and the network, enabling them to determine the valid ATM addresses that are in
effect at a UNI.
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Address registration applies only to UNI ports on whitlkerim Local Management
Interface (ILMI) is enabled. Any ILMI-eligible node or port prefix will be
transferred from all ILMI-enabled private UNI-DCE ports and all ILMI-enabled
public end-system UNI-DCE ports to their peer DTE devices. Node prefixes are n
exchanged from “public switch” UNI-DCE ports. Only port prefixes are exchangec
from these ports.

ILMI-eligible prefixes include the following:

e All native E.164 node prefixes

* All 13-octet (104-bit) AESA node prefixes
e All native E.164 port prefixes

* All 13-octet (104-bit) AESA port prefixes

The network side of the UNI provides the network prefix that consists of the IDP a
HO-DSP portions. The user side of the UNI provides the remaining portion of the
address, including the IEEE MAC address (the ESI portion), and the SEL portion ¢
an ATM address; this forms the user part of the address. This is shBwmiia 4-12
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Cascade 500 Port Prefix Table Network prefixes
45-42BF-352F123B662CA124B8F5 : sent to user side _
45-42BF-352422FA161C22B54C2A | Network Side (DCE) i—> User Side (CPE) i
User side appends

user part and returns
complete AESA address

Network Side (DCE) User Side (CPE) i

IEEE MAC
Address SEL

. 00:00:5F:00:62:01-00
Resulting ILMI Address Table at the DCE 00:00:5F:00:62:02-00

00:00:5F:00:62:03-00

- —_ — v - - 1 T T T 1
45-42BF-352F123B662CA124B8F5- 00:00:5F:00:62:01-00

45-428F-352422FA16102285402Al 00:00:5F:00:62:01-00 ‘
‘45-428F-352F1238662CA12488F5-1 00:00:5F:00:62:02-00 ‘
45-42BF-352422FA161C22B54C2A- 00:00:5F:00:62:02-00
‘ 45-42BF-352F123B662CA124B8F54 00:00:5F:00:62:03-00 ‘

L45—4ZBF-352422FA161C22854C2A-‘ 00:00:5F:00:62:03-00J

Figure 4-12.  Address Registration

About Route Determination

The node prefixes, port prefixes, and port addresses that are configured on netwo
nodes are used to determine the route for a given SVC. The route is determined |
“best match” hierarchy, starting from the left-most digit of the called party address.
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For example, if you have three nodes configured with the following combination of
native E.164 address information, each call is routed for a certain called party add

Node 1 Node 2 Node 3
Node Prefixes 508 None 508
6 603
Port Prefixes 508551 5085 508554
508552 508553 508555
508553 6035
Port 5085511111 None None
Addresses  gug5511112
5085511113
5085555555
5085555556
Called Party
Address Node Routing Determination
5085511234 1 Port prefix 508551 on Node 1
a longer match than port prefix
5085 on Node 2 and node prefi
508 on Node 3.
5085555555 1 This calling party address
exactly matches a port address
defined on Node 1. This is a
longer match than port prefix
5085 on Node 2 and port prefix
508555 on Node 3.
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Called Party
Address

Node

Routing Determination

5085555557

Port prefix 508555 on Node 3
a longer match than port prefix
50855 on Node 2 and node
prefix 508 on Node 1.

5085561111

Port prefix 5085 on Node 2 is
longer match than node prefix
508 on Node 1 and node prefix
508 on Node 3.

S

a

6175551111

Node prefix 6 on Node 1 is th
only match.

(1)

6035551111

Port prefix 6035 on Node 2 is
longer match than node prefix
on Node 1 and node prefix 603
on Node 3.

a

)

6038558888

Node prefix 603 on Node 3 is
longer match than node prefix
on Node 1. There is no matchin
prefix or address on Node 2.

5085531111

1or?2

Since the longest match occu
on both Nodes 1 and 2, the
Admin Cost value assigned to
port prefix 5085 on each node
determines where the call is
routed. The call is routed to the
node with the lowest Admin

Cost value for port prefix 5085.
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Called Party
Address Node Routing Determination
5145551234 None| The call is not routed to any of

these nodes because there are|no
matching node prefixes,

port prefixes, or port addresses
If, however, you set up a defaulf
route on a port being used for
network-to-network
connections, all non-matching
calls are routed to that port.

About Configuring Node Prefixes

Node prefixes apply to all ports on the Cascade 500 and are used for routing
aggregation and address registration. You can configure multiple node prefixes.
However, you do not need to configure any node prefixes if you have port prefixes
port addresses defined on the node.

At the very least, a node prefix consists of the two Authority and Format Identifier
(AFI) digits of the AESA address, or at least one digit of the 1-15 digit native E.16:
address. You can define the node prefix to be part or all of the AESA or E.164
address. For example, for E.164 addresses that begin with 508555, you can confi
the node prefix as 5 (at a minimum), 50, 508, 5085, and so on. The level of
granularity you need to define depends on your network.

Node prefixes do not have to be unique to a particular node. For example, you ca
define node prefix 508 on multiple nodes. However, if you do so, you need to defir
port prefixes or port addresses to provide more granularity for routing determinatic
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About A ddress Translation

Addresstranslatia allows an SVC tobe createl across everalnetworks that are usip
different addresag schemes. Callfnparty and called partyddresses are@ied as
informationelements inthe SETUP mesage that issent to initi ate call setup. In some
situatons calling party and calld parly swb-addresses are also stdras information
elements in the SETUP message.

The following factorsdeterminehow address translation occurs:

* Whether or not local and/or remaateway aldresses are €fieed o the @ress
port

* The type of translaton (tumel or replace) selected abe egress adress
translaton mode

« The numberingplan of e signaled callig ard called addresses

Calling party ard called party processyare indgendent Inthe casef a naive
E.164 callal party or calling party address, the related sub-addfedd is alvays set
to null, since he sub-addresseld canmt carry naitve E164 addresses.

Using ingressaddres translation the calling part sub-address (if it is not null)
overwrites the calling pary address at the ingress port, and the called party
sub-addres (if it is not null) overwrites the clled party addres.

For more information onaddress translation, refer to the
Cascale 300 Network Admmiistrator's Guick.
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The following examples illustrate the state of the calling party/called party address
and sub-address elements of the SETUP message at various points along the
connection.

m Egress tunneling is enabled on Network 1's egress port.
= |ngress tunneling is enabled on Network 2’s ingress port.

m Local Gateway address X is configured to a prefix on Network 1's egress port,
and the prefix corresponds to B.

® Remote Gateway address Y is configured to a prefix on Network 1's egress port,
and the prefix corresponds to B.

e

Private Address Private N «
Network Address | - ______ ——— Network | Networ
Network A X Y A

1 Node Public ATM Node
Network
X |y X |y

null | null null {null

Calling Party | Called Party
Address Address

Calling Party | Called Party
Subaddress Subaddress
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m Egress tunneling is enabled on Network 1's egress port.

Ingress tunneling is enabled on Network 2’s ingress port.

= No local Gateway address is defined on Network 1's egress port.

= Remote Gateway address Y is configured to a prefix on Network 1's egress port,
and the prefix corresponds to B.

SR

Private Private
Address
Network T Address

Network

******** Network | Network
X Y

1 Node Public ATM Node
Network
A Y A Y
null B null B
N " b

null | null

Calling Party | Called Party

Address Address
Calling Party | Called Party
Subaddress Subaddress
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ISDN Services

Background

Integrated Services Digital Network, ISDN, is a digital network architecture that ha
been in use by various telephone companies for almost 30 years.

ISDN was initially deployed during the 1960’s in an effort to increase the speed an
quality of existing communications. Today, ISDN is being brought into homes and
offices to replace conventional analog telephone service and redefine local and
business communications throughout the world.
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Technology Fundamentals

ISDN communications provide many types of benefits and services. The following
sections describe ISDN and the various benefits and services it provides.

What Is ISDN?

ISDN is a set of network protocols that enables a wide range of digital communicat
services. Some of the benefits derived from ISDN include

* Improved Remote Access

» Faster Call Setup

» Improved Quality of Service
« Device Integration

e Dynamic ISDN Connections

* Bandwidth-on-demand

Improved Remote Access

With an ISDN, dial-in digital communications is achieved at a rate that surpasses
conventional analog service.

Analog communication is often times limited to 56 Kbps. An ISDN exceeds 56 Kb
with an ISDN Basic Rate Interface (BRI). Using one of two B channels on the BR
dial-in communications is increased from 56 to 64 Kbps. Using both B channels,
effective bit rate of 128 Kbps is achieveeigure 5-lillustrates how devices can send
their signals across an ISDN BRI.
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ISDN BRI
B Channel Digitized Voice
B Channel Digital Data
D Channel Control Channel
Figure 5-1. ISDN and Device Integration

Faster Call Setup

An ISDN connection is set up much faster than a typical analog connection since tt
is no modem involved and no negotiation process.

Improved Quality of Service

Analog communications are known to be error prone due to the nature of the anal
signal and the method used to transfer the signal across the copper wire. With an
ISDN, the signal produced is more reliable resulting in a higher Quality of Service.

Device Integration

One of the most important ISDN benefits is device integration. Using the same cor
wire that links most homes and businesses to the existing telephone network, 1SD
provides the integration of digital signals from various devices over a single netwo
interface. Communication that once required numerous wire pairs can now take p
over one wire pair passing digital signals through logical B channels.
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These dvices are onnecteda an ISDN line using an ISDN N&brk Termination
One (NI-1) device. ThelSDN NT-1 device canectsup to eight BDN devices to a
single ISDN line.

For more informationon ISDN NT-1 devices refer © “ISDN NT-1 Devices” onPage
5-7.

Dynamic ISDN Connections

Unlike leased lines, ISDN connections are estaldisinesn as-needed basis. A
connectiam is actvated only when it is needed, so @es are incurrednly for the
time the canection isup, plus the cadlsetup cheges.

Onevery commoruse of ISDNis as a badlip toa leasd line. An ISDN connectionis
kept n reseve in case the leagdine goes @wn. When the ISDN connectias no
longer neededit is terminated Initiating and terminatigan ISDN onnectiois dane
automatically. Figure 5-2illustrates ISDN and leasedline backup.

Wide Area Net work (WAN)

Leased Line

Figure 5-2. ISDN and Leasel-Line Backup
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Bandwidth-on-demand

Since an ISDN can automatically initiate and terminate calls, it is a cost effective w
to add capacity to a leased line that at times reaches full capacity. When the leas
line is saturated, an ISDN connection is established. When the connection is no
longer needed, it is terminated.

How ISDN Works

Using ISDN, a conventional analog signal is replaced with a

64 Kbps digital signal. This digital signal is transported over an ISDN connection
using B and D channels. B channels carry digital voice and/or data. D channels
initiate, receive, and control calls.

ISDN is available on two types of interfaces, a Basic Rate Interface (BRI) or a Prim.
Rate Interface (PRI).

Basic Rate Interface (BRI)

Basic rate is an interface which is most often used in a home or small office. A sin
BRI services two telephones that can each call a different destination simultaneou
Both calls are sent over the same copper wire.

2 B Channels

1 D Channel

Figure 5-3. Basic Rate Interface (BRI)

A BRI consists of two B channels operating at 64 Kbps and one
D channel operating at 16 Kbps. The total user data rate is
144 Kbps.

A BRI provides better voice quality, higher data rates, lower error rates, faster call
setup times, and much more flexibility when compared to the conventional telephc
network.
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Primary Rate Interface (PRI)

Primary rate is an interface that is most often used in large commercial sites. Prin
rate connections are often used as high-speed trunks for transferring large files ar
other continuous data streams. They can also be subdivided with a multiplexer to
provide channels for multiple devices.

23 or 30 B Channels

1 D Channel

Figure 5-4. Primary Rate Interface (PRI)

A PRI can have one of two configurations. The North American PRI configuration
consists of 23 B channels and one

D channel that operate at 64 Kbps. The total data rate is

1.536 Mbps.

The European PRI configuration consists of 30 B channels and one D channel the
operate at 64 Kbps. The total bit rate is
1.984 Mbps.

The D channel provides signaling to initiate and terminate calls. This signaling
adheres to the OSI model and operates in the Physical, Data-Link, and Network
protocol layers. These protocols are used to define message types that are sent
between the customer and the local loop to set up and maintain services.

ISDN NT-1 Devices

The ISDN Network Termination One (NT-1) is a device used in North America to
connect the customer’s data or telephone equipment to the local telephone loop.
Originally, the ISDN NT-1 device was designed as a piece of equipment that would
owned and maintained by the service provider. With the breakup of AT&T, the
Regional Bell Operating Companies (RBOCSs) are no longer allowed to own
equipment that resides on customer premises. In the United States, the ISDN NT
device is purchased, installed, and maintained by the customer.
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The ISDN NT-1 device connects terminal equipment and terminal adapter equipm
to the local telephone loop. Terminal equipment includes ISDN-compatible
telephones and computers. Terminal adapters are devices used to connect
non-ISDN-compatible equipmenEigure 5-5shows how an ISDN NT-1 device
connects this type of equipment.

| !

ISDN NT-1 ISDN telephone
jack connecting
OO OO 1 the customer to
the local telephone
loop

PC
ISDN ) ISDN
Fax with ISDN Telephone

Adapter

Terminal
Adapter

Non-ISDN
Equipment

Figure 5-5. ISDN NT-1 Device
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In the United States, an ISDN NT-1 device connects to the customer’s equipment
one side, and the telephone company’s wire on the other side of the device. On tl
customer’s side, up to eight devices can be connected and supported by the ISDN
NT-1 device.

ISDN Telephone Services

There are a number of additional telephone services that are provided with an ISC
including the following:

Multiple Telephone Numbers— This service provides a way for a single interface tc
have multiple telephone numbers. This service is often used in homes or small
offices.

Caller Identification — This service provides a way for the telephone number of th
incoming call to be displayed.

Caller Identification Restriction — This service provides a way for the caller to
prevent the telephone number from being displayed to the called party.
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Cascade’s Implementation of ISDN Services

Cascade provides ISDN support through its HyperPATH remote access software ¢
its B-STDX 8000/9000 hardware platforms.

//<‘\

\ HyperPAT\-|

.
.
Central |,
Office N

L]

Telecommuter

Figure 5-6. ISDN and Remote Access

The HyperPATH remote access software supports ISDN dial-in communications o
a BRI connection. The incoming ISDN call connects to a PRI logical port on a
B-STDX 8000/9000 switch and is then transferred to its destination using
HyperPATH's internetworking services. The ISDN internetworking support include
PPP-to-Frame Relay and ATM services.

The B-STDX 8000/9000 hardware platforms provide ISDN fault-tolerant services i
addition to the HyperPATH-related support. SMDS and native Frame Relay logice
ports are also supported. The remainder of this chapter discusses Cascade’s ISC
fault-tolerant services. For information on HyperPATH, refer tdiyyeerPATH

User’s Guide
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ISDN Fault-Tolerant Services

Fault tolerance is a method for providing redundancy in hardware systems to prot:
against downtime should one of the systems or components go down. For the Cas
switch, fault tolerance is supported via redundant IO modules and power supplies
Fault tolerance is also provided through “hot swapping,” a practice which enables
replacement of parts while the Cascade switch is running.

ISDN fault-tolerant services are software functions that offer an additional measure
reliability for supporting the uninterrupted flow of critical traffic between source anc
destination. Some of these functions are integral to the networking service, such .
dynamic rerouting, while others are optional features.

To increase reliability beyond the measure provided by the hardware and network
service, Cascade introduces a new set of software-based services designed to me
reliability requirements of mission-critical applications. This added reliability is
critical to financial institutions such as banks and brokerages where any interruptio
service could be devastating to the business. These software-based services incl
the following:

Fault-tolerant PVC — Allows a set of backup ports on the Cascade B-STDX
8000/9000 to restore connections from a failed data center to the backup data cer
When enabled, fault-tolerant PVC automatically reroutes all affected Frame Relay
circuits to the backup set of ports.

Access Failure Recovery— Provides failure recovery service through the ISDN
Primary Rate (PRI) IO Module for the

B-STDX 8000/9000 switch. If access to the switch fails, an ISDN dial-backup call
automatically placed to the switch and a new connection is established.
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ISDN Trunk Backup — Allowsthe Cascade switcle set yp one or morebadkup
trunksto replace a primary truky, ard reraute all PVCs from the primary trok to the
backup or otheravailable trunks. The PVCs remain rerted o the backp trunks
until trunk restoratin occurs. Durg trurk restoration, the PVCs are rerouteahir
the badkup trunk(s) and the backup trunk(s) are cleareal.

Cascade ISDN Trunk Ba ckup Service

ISDN Trunk Backyp can be initiated automatically jpon failure ofa Cascaé switch
trunk line or at a scheduled tewas spedied by the nework operata The ISDN
Trunk Backup service can ade initiated manuaflat any time by the network
operata. Restoratia of the original (rimary) trunk can be initiated in the same
manner.

The hardvare compaent d the ISDNTrunk Backup function is simplg UIO card

with aV.350r X.21 interface. All signapins requiredoy an ISDN terminal dapter
(ISDN-TA) are connected to the UIO card. The Cascade switch initiates the ISDN
trunk backuyp overISDN circuits via the asseot of control signals on eachqgot. The
ISDN-TA initiates the ISDN call mcedure basedn the status of these coolkr

signals.

ISDN trurk backup idistinct from the ISDN PRI supmpt available in the Cascade
switch The ISDN PR support enables the Cascade switto receve ISDN call
requests and estabidSDN connections on the ISDN PRI card; whereas, ISDN trunk
backup is performed viaanections on taUIO cad and issimply avehicle or two
ISDN-TAs to establis a connectin across aISDN netvork.

ISDN trurk backupperformed via ISDN is tnasparet to the Cascade switciThe
ISDN cannection is establishedh&n the ISDN-TA recagnizes the modem
control-sgnal transitions m the UIO cad on the comectedport due to a Cascade
switch link-up.

For informationon ISDN call setup, referat“l SDN Call SetupProcedure” orPage
5-17.
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Figure 5-7shows an example of how ISDN trunks can be used to back up a primau
trunk.

Primary Trunk

Cascade Cascade
Switch Frame Relay/ATM Network I Switch

Backup Trunk

Backup Trunk

ISDN-TA f— ISDN-TA

Figure 5-7. Trunk Backup Using ISDN Trunks

As shown inFigure 5-7 the primary trunk connecting the two Cascade switches cat
be of any type supported by the Cascade switch. The ISDN Trunk Backup functic
can be used to back up primary trunks regardless of whether they are a Frame Re
network trunk or a simple leased line. Because the ISDN backup trunk is relativel
low speed, ATM Virtual Channels/Circuits (VCCs) are not supported. ATM VCCs

can be rerouted on alternate ATM trunks.

The rerouting of PVCs by the Cascade switch is governed by OSPF and a
load-balancing algorithm. When PVCs from a trunk are rerouted or restored, their
paths are determined by these algorithms.

In the case of a primary-trunk failure for instance, all the PVCs may not be reroute
onto the backup trunk. Some PVCs may be routed via alternate paths. In the cas
the restoration of a primary trunk, all the PVCs that were originally routed on the
primary trunk may not be restored to the primary trunk, but may be routed via
alternate paths.
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Guidelines for ISDN Trunk Backup

A backup trunk can have a total bandwidth that is less than the primary trunk. Fol
example, when ISDN trunks are used as backup circuits, the backup trunk has a
bandwidth range from 64 Kbps to 1.5 Mbps. However, this is not necessarily a
problem. To provide additional backup bandwidth, multiple backup trunks can be
used to back up a single primary trunk.

When a backup trunk is activated, all of the PVCs from the associated primary tru
are rerouted according to the following guidelines:

e OSPF rules

» Limitation of backup trunk line speed

Rerouting PVCs Using OSPF

The rerouting of PVCs occurs according to Cascade’s OSPF rules, which are app
as follows:

Primary trunk fails.

OSPF and the Virtual Circuit Manager
reroute circuits to existing trunks, if available.

Backup trunk is established and PVCs
are restored if there was no alternate routing.

OSPF redistributes PVCs from
alternate trunks.
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The rerouting takes place without regard to network congestion.

In the case when the backup-trunk bandwidth is less than the primary-trunk
bandwidth, congestion can occur because the sum of the rerouted PVC’s Commit
Information Rates (CIRs) can be greater than the bandwidth of the backup trunk.

When congestion occurs, frames are transmitted based on the PVC's priority (1, 2
3). If a state of severe congestion is reached, frames are discarded in the reverse
of priority.

Backup Trunk Line Speed

In addition to OSPF rules, the highest transmission rate of one PVC is limited by t
circuit speed of the backup trunk. For example, if a primary trunk contains a PVC
with a CIR of 512 Kbps, and an ISDN trunk with a line speed of 64 Kbps is being us
as a backup trunk, the highest transmission speed is limited to 64 Kbps for PVCs
that trunk.

b To provide sufficient backup bandwidth, the network
operator can define up to eight 64 Kbps backup trunks
to back up a single primary trunk.

When a backup is initiated on a primary trunk, the trunk backup function in the
Cascade switches on both sides of the trunk generate a link-up for the backup pol
However, for certain backup trunk types, call setup direction (i.e., which of the two
Cascade switches connected by a trunk initiates the call setup) is important.
Therefore, the network operator must specify to the NMS during trunk configuratic
which node or switch is to initiate the call setup.

b When defining trunks, any given backup trunk can only
back up a single primary trunk, and at least one backup
trunk is needed for every primary trunk requiring backup.

Networking Services Technology Overview




Cascade’s Implementation of ISDN Services A
ASCEND

ISDN Backup Trunk Operation

The Cascde switch attempts to estalilithe ISDNbackup trurk in respmse to the
conditions descbed peviously. Thissection describesow the Cascade switc
responds tohbse coditions. For details orcorfiguring trunk backupsrefer to the
CascaleView/UX Network Configuration Guide.

Backup Upon Trunk Failure

The first type of automatic trunbackup ties place aftea trurk failure. A trunk
failure occurswhen the Casade switch determimsthat atrunk isno longer available.
The piocessing b make this atermination kegins with the eceipt of alink-down from
thelink level for either adirect trunk line a for anetwork trunk such as FragRelay
or ATM.

To avoid rerouting in the case Were a tunk only goes @wn momentariy, the
Cascade switch nmitors the trunk for a perod of time afte the link-down indication
is recaved. If a link-upor circuit-up indication it recéved diring this period, the
backup procesisinitiated. This peod oftime iscalled thetrunk failure threshdd
and is set fromhe Netvork Management Station (N§). If a link-up or circuit-up
indication is recived durng this perod, backy processing isot initiated.

Oncethetrunk failure thrediold has been met, the Cascade switch determinesif one or
morebackup trurks have been cofigured fa the failedprimary trunk If a backp
trunk(s) exists and the netork operator has priously enaled “backup on trunk
failure” for thefailed trurk, the Cascde switch initiates a backup trunk setup.

If “backup an trunkfailure” is endled, but no backp trunkexists, the Cascade switch
serds an SNMP trap to the NMS indicawj that trurk badkup hadailed. Otherwise,
backup processigisnot initiated, ard no traps are st to the NMS.

From a onfiguration role on}, the NMS informs thewo Cascadswitches hatdefine
the trunk conrection that “backup on trunk failure” hasbeen either enablel or
disabled for a trok. If “backupon trurk failure” is enabledeach Casae switch
recaves loth the trutk failure threshold iad the trunk restoration thréwld from the
NMS.
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Scheduled Backup

The second type of automatic trunk backup takes place at a time specified in adve
by the network operator. The operator can schedule the initiation and termination
primary-trunk backups via the NMS. The NMS informs the two Cascade switches
that define the trunk connection, via an SNMP SET command, that a scheduled
backup must be initiated for a trunk.

Upon receipt of this SET command, the Cascade switch determines if a backup
trunk(s) has been configured for the primary trunk. If a backup trunk(s) exists, the
Cascade switch initiates a backup trunk setup. Otherwise, backup processingisr
initiated and the Cascade switch sends an SNMP trap to the NMS indicating that
scheduled trunk backup has failed.

Operator Initiated Backup

Manual trunk backup occurs as a result of network operator commands. The oper
can initiate or terminate primary-trunk backups at any time via the NMS. Operatol
commands always have the highest priority over all types of manual backup initiat
and termination.

Through an SNMP SET command, the NMS informs the two Cascade switches th
define the trunk connection that a manual backup must be initiated for a trunk.
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Upon receipt of the backup natification SET command, the Cascade switch
determines if a backup trunk(s) has been configured for the primary trunk. If a bac
trunk(s) exists, the Cascade switch initiates a backup trunk setup. Otherwise, bac
processing is not initiated, and the Cascade switch sends an SNMP trap comman
the NMS indicating that manual trunk backup has failed.

ISDN Call Setup Procedure

For ISDN trunk backup, establishment of the backup trunk consists S call
setup procedure Associated with each ISDN backup trunk is a logical port
configured as DTE. To start the backup trunk, the Cascade switch invokes a link-i
routine for its backup port. The link-up routine generates the following sequence «
modem control-signal transitions from the UIO card to the ISDN-TA:

* For the Cascade switch port configured as DTE - raise DTR and RTS
e For the ISDN-TA port - detect ER and RS up

When setting up an ISDN circuit, the call setup direction is important. When defini
a backup trunk on the NMS, the network operator must specify which node initiate
the ISDN call setup. The NMS informs the Cascade switch of this as part of the
backup-trunk configuration data that it sends to the switch.

To indicate the completion of the call setup for each backup trunk, the source and
destination ISDN-TAs generate the following sequence of modem-control signal
transitions:

» Forthe ISDN-TA port - raise CS, DR, and CD
* For the Cascade switch port configured as DTE - detect CTS, DSR, and DCD
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If the completion indication for setting up the backup trunk is returned by the
ISDN-TA, the Cascade switch then invokes a link-down routine to bring down the
primary trunk. This prevents the trunk from being used as a route for any PVCs.

Once the backup trunk or trunks have been successfully set up, each PVC carriec
the primary trunk is rerouted by the OSPF routing algorithms. OSPF determines «
which trunk to route each PVC. The chosen trunk may be an existing primary trunk
one of the backup trunks defined for the primary trunk.

In the event that no completion indication is received within five seconds of invokir
the link-up routine, the Cascade switch enters iff@laSetup Retry CycleThe
Cascade switch retries the call setup after a period of time call&ethelnterval

Each cycle consists of a defined number of retries, callefdtrg Numbey separated

in time by the retry interval. The Cascade switch then waits for a period of time
called theCycle Intervalbefore initiating another retry cyclé&igure 5-8illustrates

this process.
@ = Call Setup Attempt
Retry Number =5
Retry Cycle
ietry ﬁ

[ Interval |
\ 1 2 3 4 5
‘ @ @ L @ @ P Time

Trunk Failure

Figure 5-8. Call Setup Retry Cycle

The network operator specifies the retry interval, retry number, and cycle interval
when defining the primary trunk. The NMS informs the Cascade switch of these
parameters and all other backup trunk configuration data that it sends to the switct
SNMP SET commands.

If the call setup does not succeed after three retry cycles, the Cascade switch sen
backup failure SNMP trap to the NMS, indicating that the backup trunk was not
established.
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The retry cycle continues indefinitely until one of the conditions for backup trunk
termination is met. At that point, the Cascade switch ceases its efforts to establist
backup trunk.

Primary-Trunk Restoration

Primary-trunk restoration consists of rerouting the PVCs that were carried on the
backup trunk and releasing the circuit used for the backup trunk. All rerouting is dc
by OSPF and all PVCs may not necessarily be rerouted on their original primary
trunk.

Primary-trunk restoration can only occur when one of the following conditions for
backup-trunk termination is met:

* The primary trunk is available and the backup was caused by a trunk failure.
e The primary trunk is available and the backup is scheduled for termination.
* A network operator entered a termination command.

The Cascade switch determines that the primary trunk is available in the following
manner. A link-up message from a failed trunk indicates to the Cascade switch th
the trunk is back on-line. To avoid losses in service if restoration is attempted on :
trunk that is cycling between the up and down states, a trunk is only considered
available by the Cascade switch if it remains in the link-up state for a minimum
amount of time. This period of time is called Thenk Restoration Thresholdnd is
set from the NMS.

Manual trunk restoration has highest priority and takes place without regard for th
reason that the backup was initiated, nor the current state of the primary trunk. If
OSPF cannot find an available trunk, PVCs routed on the backup trunk are suspet

ISDN Call Release Procedure

For ISDN trunk backup, release of the backup trunk occurs by the ISDN call relea
procedure. For each ISDN backup trunk that must be released, the Cascade swit
invokes a link-down routine for the backup port associated with the backup trunk. T
link-down routine generates the following sequence of modem control signal
transitions from the UIO card to the ISDN-TA:
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» For the Cascade switch port configured as DTE - lower DTR and RTS
» For the ISDN-TA port - detect ER and RS down

The ISDN-TA responds by generating this sequence of signal transitions to the Ul
card of the Cascade switch:

* For the ISDN-TA port - lower CS, DR, and CD

» For the Cascade switch port configured as DTE - detect CTS, DSR, and DCD
down

The ISDN-TA then releases the ISDN circuit. Once the ISDN circuit is released,
Cascade switch sends a trunk status SNMP trap to the NMS indicating that the bac
trunk is no longer available and a second SNMP trap indicating that the backup trt
has been released, to allow its status to be changed to “defined.”
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absolute congestion

In Frame Relay, a congested condition in the network that occurs when the queue
length reaches a third threshold and there is no more room on the queue for any
packets, regardless of the type of packet.

access rate

The data rate of the user access channel. The speed of the access channel detel
how quickly (maximum rate) the end user may inject data into the networlalséee
bandwidth.

address

The logical location or identifier of a network node, terminal, pc, peripheral device,
location in memory where information is stored. See rdsovork address.

address mask

A bit combination used to describe which portion of an SMDS address refers to th
network (or subnet) and which part refers to the host. Sometimes referred to as m
See als@ubnet mask.
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alternate path

An optional automatic feature of OSPF (Open Shortest Path First) that reroutes th
PVC should a trunk fail within a manually defined path.

amber frames

Cascade’s own class of packet frames used to identify packets as they travel throt
the Frame Relay network. The network forwards amber frames with the Discard
Eligible bit set; therefore the packet is eligible for discard if it passes through a
congested node.

Annex D

A synchronous polling scheme used for the link management of a Frame Relay
channel, where the user polls the network to obtain status information on the PVC
configured on the channel. Annex D exchanges this information using DLCI 0.

area ID

One of two portions of the SMDS address. Can start at any digit and the length ca
up to eight digits (4 bytes long for BCD encoding).

Asynchronous Transfer Mode (ATM)

A method used for transmitting voice, video, and data over high-speed LAN and W
networks. See alsell relay

ATM Service Interworking Feeder

A service that enables Frame Relay network traffic to be fed into an ATM network,
enabling a Frame Relay end-user to communicate with an ATM end-user.

ATM/DXI trunk
SeeOPTimum PVC Trunk.

ATM/DXI trunk interface

An ATM circuit used as a trunk between two Frame Relay networks that are built w
Cascade switches.
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backbone

The part of a network that carries the bulk of the network traffic, e.g. over Ethernet
cabling, fiber-optic cabling.

Backward Explicit Congestion Notification (BECN)

A bit in the Frame Relay header that indicates the frame has passed through a
congested node from traffic traveling in the opposite direction.

bandwidth

The transmission capacity of a computer or a communications channel.

bandwidth-on-demand

A WAN feature that enables users to dial up additional bandwidth as their applicati

demand.
Bc

SeeCommitted Burst Size.
Be

SeeExcess Burst.
BECN

SeeBackward Explicit Congestion Notification.

best-effort packets

Packets delivered to the best of the network’s ability, after the requirements for
delivering the guaranteed packets are met. Segaanteed packets

broadband network

A type of network that allows for the transmitting of large amounts of information,
including voice, data, and video over long distances using the same cable.
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broadcast

A message that is sent to all users currently logged into the network.

burst mode

A method of data transmission in which information is collected and then sent in a
single high-speed transmission, rather than one character at a time.

byte
A series of consecutive binary digits that are operated upon as a unit (for example
eight-bit byte).

CascadeView/UX
The UNIX-based graphical user interface used to configure and monitor a Cascad
network.

CBR
SeeConstant Bit Rate.

cell

Any fixed-length data packet. For example, ATM uses fixed-length, 53-byte cells.
See alseell relay

Cell Loss Priority

A field in the ATM cell header that indicates the eligibility of the cell for discard by
the network under congested conditions.

cell relay

A form of packet transmission that uses a fixed-length, 53-byte cell over a
packet-switched network; also known as Asynchronous Transfer Mode (ATM).
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cell switching

An operational feature of cellular networks that enables callers to move from one
location to another without losing the call connection. The cellular system is desig!
to switch calls to a new cell with no noticeable drop in the conversation. Cell
switching is sometimes called “handing off.” While not noticeable in voice
communications, the approximate 300 milliseconds this switching takes can be a
problem in data transmission.

channel

Any connecting path that carries information from a sending device to a receiving
device. May refer to a physical medium (e.g., coaxial cable) or a specific frequenc
within a larger channel.

channel bank

Equipment that converts multiple voice signals to time division multiplexed (TDM)
signals for transmission over a T1 or E1 line.

Channel Service Unit

A device that functions as a certified safe electrical circuit, acting as a buffer betwe
the customer’s equipment and a public carrier’'s WAN.

CIR
SeeCommitted Information Rate.
circuit
A communications channel or path between two devices.

circuit switching

A temporary communications connection that is established as needed between &
sending node and a receiving node.

CLP
SeeCell Loss Priority.
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Committed Burst Size

The maximum amount of data, in bits, that the network agrees to transfer under
normal conditions, during a time interval Tc. Committed Burst Size is defined for
each PVC.

Committed Information Rate

The rate at which the network agrees to transfer information under normal conditio
The rate is averaged over a minimum increment of time, Tc.

Committed Rate Measurement Interval

The time interval during which the user is allowed to send only Bc committed amot
of data and Be excess amount of data. In general, the duration of Tc is proportion:
the burstiness of the traffic. Tcis computed from CIR and Bc as Tc=Bc/CIR.

communications protocol

A standard way of communicating between computers, or computers and termina
also a hardware interface standard, such as RS-232C for communication betweer
DTE and DCE devices.

congestion

The point at which devices in the network are operating at their highest utilization.
Congestion is handled by employing a congestion avoidance mechanism. See al:
mild, severeandabsolute congestion

Constant Bit Rate

A Quality of Service class defined by the ATM Forum for ATM networks. CBR is
used for connections that depend on precise clocking to ensure undistorted delivel
bits.

Control Processor

A module that makes up the hardware architecture of a B-STDX 8000/9000 switch
CP provides network and system management and routing functions in support of
real-time switching functions provided by the multiple, IO Processor modules (IOP
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CP
SeeControl Processor.
CRC
SeeCyclic Redundancy Check.
CRC error
A condition that occurs when the CRC in a frame does not agree with the CRC fre
received from the network.
CSMA/CD
SeeCarrier Sense Multiple Access Collision Detect.
CSu

SeeChannel Service Unit.

Cyclic Redundancy Check

A calculation method used to check the accuracy of digital transmission over a
communications link.

D4-format

In T1 transmission, 24 channels per T1 line, where channels are assigned sequen

data bits

In asynchronous transmission, the bits that actually contain the data being sent. /
called “payload” in some transmission methods.

Data Bus (DB) connector

A cable connector used to connect devices to parallel or serial ports. The number
following DB indicates the number of pins in the connector (e.g., DB-25 connector
have 25 pins).
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Data Carrier Detect

A hardware signal, defined by the RS-232-C standard that indicates that the devic
on-line and ready for transmission.

Data Communications Equipment (DCE)

Any device that connects a computer or terminal to a communications channel or
public network.

Data Exchange Interface (DXI)

A specification, described in RFC 1483, that defines how a network device can be
used to convert data for interworking between different network services (i.e., Frar
Relay-to-ATM).

Data Link Connection Identifier

A 10-bit address that identifies PVCs. See alscally/ Globally Significant DLCIs

data-link layer

The second of seven layers of the ISO/OSI model for computer-to-computer
communications. This layer ensures data flow and timing from one node to anothe
synchronizing blocks of data and controlling the flow of data.

data packet

One unit of information transmitted as a discrete entity from one network node to
another. In packet-switched networks, a data packet is a transmission unit of a fixe
maximum length that contains a header, a set of data, and error control informatio

Data Service Unit

A device that connects DTE to digital communications lines. A DSU formats the d:
for transmission on the public carrier WAN, and ensures that the carrier’s
requirements for data formats are met.

Data Set Ready

A hardware signal defined by the RS-232-C standard that indicates that the device
ready to operate.
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Data Terminal Equipment (DTE)

Any device, such as a terminal or computer, that is connected to a communication
device, channel, or public network.

DCE
SeeData Communications Equipment.

D-Channel
The data channel in ISDN used for control signals and customer data. In Primary |
Interface (PRI) ISDN, the D-Channel operates at 64 Kbps.

DE

SeeDiscard Eligible.

dedicated line

A communications circuit used for one specific purpose, and not used by or sharel
between other users.

dedicated server

A computer on the network that functions only as a server performing specific
network tasks.

define path

A function that allows a manual path to be defined for the PVC, thereby bypassing
OSPF (Open Shortest Path First) algorithm to make PVC routing decisions.

delay

In communications, a pause in activity, representing the time that a message must
for transmission-related resources to become available.

Digital Signal (Digital Service)

A classification of digital circuits. The DS defines the level of common carrier digit
transmission service. DS-0 = 64 Kbps (Fractional T1), DS-1 = 1.544 Mbps (T1),
DS-2 = 6.312 Mbps (T2), DS-3 = 44.736 Mbps (T3), and DS-4 =274-176 Mbps (T
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Discard Eligible (DE)

A bit in the Frame Relay header used to indicate that a frame is eligible for discarc
a congested node.

DLCI

SeeData Link Connection ldentifier.

domain

A network community of users sharing the same database information.

DS

SeeDigital Signal.
DSO

A 64-Kbps channel used in T1 transmission. There are 24 DSO channels ina T1
DS1

A standard digital transmission facility, operating at 1.544 Mbps.
DSR

SeeData Set Ready.
DSU

SeeData Service Unit.
DSX-1

A T1 specification that indicates the physical and electrical characteristics of the
standard T1 cross-connection.

Data Terminal Equipment (DTE)

The devices in a category that includes terminals and computers. It also refers to
interface to users’ equipment, as opposed to the DCE interface to the network.
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Data Terminal Ready (DTR)

An RS-232 modem interface control signal that indicates the DTE is ready for date
transmission.

DXI

SeeData Exchange Interface.

dynamic routing

A routing technique that allows a message’s route to change “en route” through th
network.

El

The European counterpart to the North American T1 transmission speed. Adopte
the Conference of European Posts and Telecommunications Administrations, the
standard carries data at the rate of 2.048 Mbps.

encapsulation

The wrapping of data in a particular protocol header. For example, Ethernet data
wrapped in a specific Ethernet header before being transmitted. Also, when bridg
dissimilar networks, the entire frame from one network is simply placed in the hea
used by the data link layer protocol of the other network.

error rate

In communications, the ratio between the number of bits received incorrectly and
total number of bits in the transmission.

ESF

SeeExtended Superframe Format.

Ethernet address

A 48-bit number physical address. Each Ethernet address is unique to a specific
network card or PC on a LAN, which forms the basis of a network-addressing schel
Compare withHnternet address.
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Excess Burst

The maximum allowed amount of uncommitted data (in bits) in excess of Bc that t
network attempts to deliver during time interval Tc. In general, this data (Be) is
delivered with a lower probability than Bc. Jge.

Extended Superframe Format

In Frame Relay, a frame structure that extends the DS1 superframe structure from
to 24 frames, for a total of 4632 bits. This format redefines the 8-Kbps channel
consisting of framing bits previously used only for terminal and robbed-bit signalin
synchronization.

FCS

SeeFrame Check Sequence.

FDDI

SeeFiber Distributed Data Interface.

FDM

SeeFrequency-Division Multiplexing.

FECN

SeeForward Explicit Congestion Notification.

Fiber Distributed Data Interface

An ANSI standard for fiber-optic links with a data transmission rate up to 100 Mbp

File Transfer Protocol

A method of transferring information from one computer to another, either over a
modem and telephone line, or over a network. FTP is a TCP/IP application utility.
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Forward Explicit Congestion Notification (FECN)

A bit in the Frame Relay header that indicates the frame has passed through a no
that is experiencing congestion in the same direction in which the frame is travelin

fractional T1

FRAD

frame

One channel of a T1 circuit. T1 circuits consist of 24, 64-Kbps channels. Custom
can lease as many of these channels as needed; they are not required to lease all
channels in one circuit.

SeeFrame Relay Assembler/Disassembler.

In Frame Relay, a block that can be transmitted as a single unit.

Frame Check Sequence

In a frame, a field that contains the standard 16-bit cyclic redundancy check used
detect errors in HDLC and LAPD frames. See @lgolic Redundancy Check.

Frame Relay

A type of data transmission based on a packet-switching protocol, with transmissi
rates up to 2 Mbps. Frame Relay provides for bandwidth-on-demand.

Frame Relay Assembler/Disassembler

A function that enables a logical port to perform Frame Relay
encapsulation/de-encapsulation for HDLC/SDLC-based protocols. The FRAD
function encapsulates HDLC/SDLC traffic entering a Cascade Frame Relay netwc
and de-encapsulates it upon exiting the network. This function is restricted to one
point-to-point PVC.

Frame Relay RFC1294 Multi-protocol Encapsulation

A specification allowing for a single circuit to be established between two devices.

Networking Services Technology Overview




- f

Frequency-Division Multiplexing

A method of sharing a transmission channel by dividing the total bandwidth of the
circuit into several smaller channels. This is accomplished by allocating specific
frequency ranges to each channel. All signals are carried simultaneously. Comp:
with Time Division Multiplexing.

Generic Flow Control

The field in the ATM cell that controls the flow of traffic across the User-Network
Interface (UNI), and into the network.

GFC

SeeGeneric Flow Control.

globally significant DLCI

A feature of the Local Management Interface (LMI) enhancement to Frame Relay,
which enables DLCIs to use the same connection identification scheme across tht
network (global values), to specify individual end devices.

graceful discard

When enabled, this function turns red frames into best-effort frames. When disab
this function discards frames.

green frames

Cascade’s own class of packet frames used to identify packets as they travel throt
the network. Green frames are never discarded by the network except under extr
circumstances, such as node or link failure.

group addressing

The ability to send a single datagram/packet to multiple locations.

guaranteed packets

Data delivered according to some time constraint and with high reliability.
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HDLC

SeeHigh-level Data Link Control.

header

The initial part of a data block, packet, or frame, that provides basic information ab
the handling of the rest of the block, packet, or frame.

Header Error Control

In ATM, a feature that provides protection against misdelivery of cells due to
addressing errors.

HEC

SeeHeader Error Control.

High-level Data Link Control

An international protocol defined by ISO. In HDLC, messages are transmitted in
variable-length units known as frames.

High-Speed Serial Interface

A high-speed interface (up to 52 Mbps full duplex) between a DTE and a DCE. Th
DCE provides the timing for the interface. HSSI can connect over a 50 ft. (15m)
shielded twisted-pair cable.

hop (count)

The number of links that must be “jumped” to get from a source node to a destinat
node.

hot swappable

A feature that allows the user to add, replace, or remove interface processors in a
Cascade switch without interrupting switch operations.
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HP OpenView

The UNIX-based network management application used with CascadeView/UX on
NMS to manage a Cascade Network

HSSI

SeeHigh-Speed Serial Interface.

ICMP

Seelnternet Control Message Protocol.

Input/Output Adapter

A module that connects the various IOP and IOP Plus modules in a switch. 10A
configurations vary according to the specific IOP module they support.

Input/Output Processor

A module in a switch that manages the lowest level of a node’s trunk or user
interfaces. An IOP performs physical data link and multiplexing operations on
external trunks and user links.

Integrated Services Digital Network (ISDN)

A CCITT standard for a worldwide digital communications network, intended to
replace all current systems with a completely digital transmission system.

internal clocking

A hardware function of the Cascade switch that provides the transmit and receive cl
to the user equipment.

International Standards Organization

An international standards group based in Geneva, Switzerland that establishes g
standards for communications and information exchange.

Networking Services Technology Overview




- @

International Telecommunication Union Telecommunication Standard Sector

An advisory committee established under the United Nations to recommend
worldwide standards for voice and data. One of the four main organizations of the
International Telecommunications Union.

Internet Control Message Protocol

The IP portion of TCP that provides the functions used for network layer managem
and control.

Internet Protocol

The TCP/IP session-layer protocol that regulates packet forwarding. Sé&MRo

Internet Protocol address

A 32-bit address assigned to hosts using TCP/IP. The address is written as four o
separated with periods (dotted decimal format) that are made up of a network sec
an optional subnet section, and a host section.

ISDN call setup
A procedure that establishes an ISDN backup trunk.

ISO
Seelnternational Standards Organization.
ITU-T

Seelnternational Telecommunication Union Telecommunication Standardization
Sector.

jitter

A type of distortion found on analog communications lines, resulting in data
transmission errors.

Kbps

Kilobits per second.
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keep-alives

A series of polling messages used in the Local Management Interface (LMI) of a
Frame Relay port to verify link integrity between devices.

LAN

SeelLocal Area Network.

Link Access Protocol

The link-level protocol used for communications between DCE and DTE devices.

Link Management Interface

A set of enhancements to the basic Frame Relay specification. LMI dynamically
notifies the user when a PVC is added or deleted. The LMI also monitors each
connection to the network through a periodic heartbeat “keep alive” polling proces

Link Management Interface Rev 1

A synchronous polling scheme used for the link management of a Frame Relay
channel where the user polls the network to obtain status information of the PVCs
configured on the channel. LMI exchanges this information using DLCI 1023.

link-state routing protocol

A sophisticated method of determining the shortest paths through the network. S

alsoOSPFE
LMI

SeeLink Management Interface.
LMI Rev 1

SeelLink Management Interface Rev 1.

load balancing

A technigue that distributes network traffic along parallel paths to maximize the
available bandwidth while providing redundancy at the same time.
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Local Area Network

Any physical network technology that connects a number of devices and operates
high speeds (10 Mbps through several gigabits per second) over short distances.
Compare withVide Area Networks.

locally significant DLCI

In Frame Relay, an identifier or address that specifies a local router, PVC, SVC, ol
endpoint device. Itis re-usable at non-overlapping end points and allows for
scalability. Compare withlobally significant DLCI

logical port
A configured circuit that defines protocol interaction.

loss of frame

A T1 error condition when an out-of-frame condition exists for a normal period of Z
1/2 seconds.

management DLCI

A value that specifies a PVC or SVC from a LAN connected via a router to a Casc
switch over a Frame Relay network.

Management Information Base (MIB)

The set of variables forming a database contained in a CMIP or SNMP-managed
on a network. Network management stations can fetch/store information from/to tt
database.

Mbps
Megabits per second.

mild congestion

In Frame Relay, the state of a link when the threshold is exceeded.
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multicast

A type of broadcast transmission that sends copies of the message to multiple stat
but not to all possible stations.

multiplexer (mux)

A device that merges several lower-speed transmission channels into one high-sp
channel at one end of the link. Another mux reverses this process at the opposite

multiplexing

A technique that transmits several signals over a single communications channel.

name server

A server connected to a network that converts network hames into network addre:

network address

A network layer address refers to a logical, rather than a physical network device;
also called protocol address.

Network Interface Card (NIC)

A card, usually installed in a PC, that enables you to communicate with other user:
a LAN; also called adapter.

Network-to-Network Interface (NNI)

The standard that defines the interface between ATM switches and between Fram
Relay switches. In an SMDS network, an NNI is referred to as Inter-Switching
System Interface (ISSI).

node

Any device such as a pc, terminal, workstation, etc., connected to a network and
capable of communicating with other devices.

node number

A unique number that identifies a device on the network.
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Open Shortest Path First (OSPF)

A routing protocol that takes into account network loading and bandwidth when
routing information over the network. Incorporates least-cost routing, equal-cost
routing, and load balancing.

Open Systems Interconnection (OSI)

An international standard program created by ISO and ITU-T to develop standards
data networking, such as the OSI model, to facilitate multivendor operating
environments.

OPTimum PVC trunk

A logical port configuration that optimizes interoperability in performance and
throughput in networks where both ends are connected by Cascade switches.

OPTimum trunking

A software function that allows public data networks based on Frame Relay, SMD
or ATM to be used as trunk connections between Cascade switches.

out of frame

A T1 error condition where two or three framing bits of any five consecutive frame:
are in error.

packet

Any block of data sent over a network. Each packet contains sender, receiver, anc
error-control information, in addition to the actual message; sometimes called payl
or data bits.

Packet Assembler/Disassembler

A device connected to a packet-switched network that converts a serial data strea
from a character-oriented device (e.g., a bridge or router) into packets suitable for
transmission. It also disassembles packets into character format for transmission
character device.
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packet processor

The Cascade switch module that performs the frame format validation, routing,
gueuing and protocol conversion for the switch. This module is not hot swappable

packet-switched network

A network that consists of a series of interconnected circuits that route individual
packets of data over one of several routes and services.

packet switching

Type of networking in which nodes share bandwidth with each other by intermitten
sending logical information units (packets). In contrast, a circuit-switching networl
dedicates one circuit at a time to data transmission.

PAD

SeePacket Assembler/Disassembler.

path

The complete location of a directory or file in the file system. defiee pathand
alternate path.

payload
The portion of an ATM cell that contains the actual user data.

PCR
SeePeak Cell Rate.

Peak Cell Rate

In ATM transmission, the maximum transmission rate that cells are transmitted.
Equivalent to Be for Frame Relay, PCR is measured in cells per second and conve
internally to bits per second. PCR defines the shortest time period between two ¢

PDN

SeePublic Data Network.
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Permanent Virtual Circuit (PVC)

A logical connection across a packet-switched network that is always in place and
always available along a predetermined network path. Se#igtisal Circuit.

Point-to-Point Protocol

A protocol that provides router-to-router and host-to-network connections.

PPP

SeePoint-to-Point Protocol.

Primary Rate Interface (PRI)

An ISDN interface to primary rate access. Primary rate access consists of a singl
64-Kbps D channel plus 23 (T1) or 30 (E1) B channels for voice or data.

protocol

A set of rules governing communication between two entities or systems to provid
interoperability between services and vendors. Protocols operate at different layel
the network, e.g., data link, network, and session.

Public Data Network

Any government-owned or controlled commercial packet-switched network, offerir
WAN services to data processing users.

Quality Of Service (QoS)

A statistical report that specifies certain characteristics of network services, sessic
connections, or links. For example, the CascadeView Statistics report describes t
lost packets and round-trip delay measurements.

rate enforcement

A process used to measure the actual traffic flow across a given connection and
compare it to the total admissible traffic flow for that connection. Traffic outside of
the acceptable level can be tagged and discarded en route if congestion develops
ATM, Frame Relay, and other types of networks use rate enforcement.
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red alarm

A T1 alarm condition indicating a loss of signal or loss of frame at the device’s loc
termination point.

red frames

In Frame Relay, a type of frame to be discarded. Color designators green, amber
red identify packets as they travel through the network.

redundancy

The duplication of hardware or software within a network to ensure fault-tolerant or
back-up operation.

remote connection

A workstation-to-network connection made using a modem and telephone line or
other WAN services equipment. Remote connections enable you to send and rec
data over greater distances than you can with conventional cabling methods.

Request For Comment (RFC)

A series of notes and documents available on-line that describe surveys,
measurements, ideas, techniques, and observations, as well as proposed and acc
Internet protocol standards, such as Telnet and FTP.

Request To Send

A hardware signal, defined by the RS-232-C standard, that a device sends to reque
permission to transmit.

RFC1294

A specification documenting multiprotocol access over Frame Relay.

RIP

SeeRouting Information Protocol.
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route recovery

In Frame Relay, an OSPF routing function in the Cascade switch. When a tander
node or trunk is down, new shortest-path routes for those affected PVCs are
recalculated immediately at the ingress nodes due to fast convergence of the link-
updates. The PVCs are then rerouted to the new route. Recovery time is typicall
under four seconds. The network reports PVC rerouting as an event/alarm.

router

An intelligent LAN-connection device that routes packets to the correct LAN
segments destination address(es). The extended LAN segments may or may not
the same protocols. Routers link LAN segments at the ISO/OSI network layer.

Routing Information Protocol

A routing protocol that maintains a list of accessible networks and calculates the
lowest hop count from a particular location to a specific network.

routing protocol

A protocol that implements routing using a specific routing algorithm. Routing
protocols include IGRP, OSPF, and RIP.

SCR

SeeSustainable Cell Rate.

SEAL
SeeSimple and Efficient Adaption Layer.

Serial Line over Internet Protocol

A protocol that enables point-to-point serial communication over IP using serial lin
or telephone connections and modemes.

serial management port

A management port on the Packet Processor card in a Cascade switch.
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severe congestion

In Frame Relay, a state or condition that occurs when the queue size is greater th
second predetermined threshold (32 buffers full). In this state, the continued
forwarding of amber and red packets jeopardize the successful delivery of green
packets.

shortest path routing

A routing algorithm that calculates the path distances to all network destinations. -
shortest path is then determined by a cost assigned to each link. Se8Rkso

SIG
SeeSMDS Interest Group.

Simple and Efficient Adaption Layer

In ATM, an extension of the Type 3 AAL. It simplifies the SAR portion of the
Adaption layer to pack all 48 bytes of the cell information field with data. This AAL
makes ATM look like high-speed Frame Relay. It also assumes that only one mes:
is crossing the UNI at a time. That is, multiple end users at one location cannot
interleave messages on the same virtual circuit, but must queue them for sequent
transmission.

Simple Network Management Protocol

A standard network management protocol used to manage and monitor nodes an
devices on a network.

SIP

SeeSMDS Interface Protocol.
SLIP

SeeSerial Line over Internet Protocol.
SMDS

SeeSwitched Multimegabit Data Services.
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SMDS In-Band Network Management

The NMS manages the SMDS network traffic using SMDS In-Band Network
Management. To be managed from this NMS, all SMDS Access Servers/Switche:
must be in the same IP subnet.

SMDS Interest Group

A consortium of vendors and consultants committed to advancing worldwide SMD
as an open, interoperable solution for high-performance data connectivity.

SMDS Interface Protocol

The protocol defined at the network and end-user interface connection.

SNMP

SeeSimple Network Management Protocol.

static route

A route or path that is manually entered into the routing table. Static routes take
precedence over routes or paths specified by dynamic routing protocols.

subnet address

An extension of the Internet addressing scheme that allows a site to use a single
Internet address for multiple physical networks.

subnet mask

A 32-bit address mask used in IP to specify a particular subnet. Sesldisss
mask.

Sustainable Cell Rate

The average cell transmission rate in ATM transmission. Equivalent to CIR for Fra
Relay, SCR is measured in cells per second and converted internally to bits per sec
Usually, SCR is a fraction of the peak cell rate. Cells are sent at this rate if there i
credit.
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Switched Multimegabit Data Services

A high-speed WAN service based on the 802.6 standard for use over T1 or T3 circ

Switched Virtual Circuit (SVC)

A logical connection across a packet-switched network providing as-needed
connections to any other node in the network. Seeévats@l Circuit.

synchronization

The timing of separate elements or events to occur simultaneously. In communicatic
hardware and software must be synchronized so that file transfers can occur.

synchronous transmission

A data transmission method that uses a clock signal to regulate data flow.

T1
A long-distance, point-to-point circuit that provides 24 channels at 64 Kbps each (
a total of 1.544 Mbps). See alga.
T3
A long-distance, point-to-point circuit that provides up to 28 T1 channels. T3 can
carry 672 channels of 64 Kbps (for a total of 44.736 Mbps).
Tc
SeeCommitted Rate Measurement Interval.
TCP
SeeTransmission Control Protocol.
TDM
SeeTime Division Multiplexing.
telnet

The Internet standard protocol for remote terminal-connection services.
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throughput

The actual speed of the network.

Time Division Multiplexing

Technique that allocates bandwidth for multiple channels onto one channel based
preassigned time slots.

time interval “T”

The time interval over which the number of bits used to average the number of bit
transmitted, is averaged. To calcul@teise the following formula: Bc/CIR=T.

Transmission Control Protocol

The Internet standard, transport-level protocol that provides the reliable, full duple;
stream service on which many application protocols depend.

Transmit Data

A hardware signal (defined by the RS-232-C standard) used by the DTE to transir
data to the DCE. See alReceive Data.

trunk

The communications circuit between two switches.

trunk backup

A configuration setting specified by a network operator via the NMS. The network
operator can initiate or terminate primary trunk backups at any time via the NMS.
Trunk backups take over a connection should the primary trunk fail.

trunk failure

A condition (alarm) that occurs when the Cascade switch status indicates that a tr
is no longer available.

trunk restoration

A process that reroutes the PVCs carried on the backup trunk, and frees up the ci
on the backup trunk.
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TXD

SeeTransmit Data.
UIO module

SeeUniversal Input Output module.
UDP

SeeUser Datagram Protocol.

unshielded cable

Any cable not protected from electromagnetic or radio frequency interference.

UNI

SeeUser-to-Network Interface.

UNI DCE

SeeUser Network Interface Data Communications Equipment.

UNI DTE

SeeUser Network Interface Data Terminal Equipment.

Universal Input Output Module

A module for the Cascade switch that has three 80-pin connectors and is used for
redundancy. Itis also used as an I/O module for the following interfaces: X.21,
RS449, V.35, EIA530, and EIA530A.

User Network Interface Data Communications Equipment

A device that performs the Frame Relay DCE functions for link management and
expects a Frame Relay DTE device (e.g., Cascade switch) to be attached to it.
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User Network Interface Data Terminal Equipment

A device that performs the Frame Relay DTE functions for link management. The
user specifies this option on the NMS to connect to a Frame Relay DCE where the
Cascade switch acts as the DTE.

User-to-Network Interface (UNI)

A standard defined by the ATM Forum for public and private ATM network access.
UNI connects an ATM end system (such as a router) and an ATM switch, and is al
used in Frame Relay. UNI is called SNI (Subscriber Network Interface) in SMDS.

V.35

A standard module used for communication between a network access device an
packet network. It provides clocking from 19.2 Kbps to 4.0966 Mbps.

VC

SeeVirtual Channel

VCI

SeeVirtual Circuit Identifier

virtual bandwidth

Channel capacity calculated to allow for oversubscription of channel usage.

Virtual Channel

A connection between two communicating ATM networks.

Virtual Circuit

A logical circuit set up to ensure reliable communication between two network
devices. See alg®vVCsandSVCs.

Virtual Circuit Identifier

A 16-bit field in the header of an ATM cell. VCI is an addressing identifier used to
route cell traffic.
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Virtual Path

A group of VCs carried between two points. A VP provides a way to bundle traffic
headed in the same direction.

Virtual Path Identifier

An 8-bit field in the header of an ATM cell. A VPI is an addressing identifier used
route cell traffic.

VPI
SeeVirtual Path ldentifier.

VP
SeeVirtual Path.

Wide Area Network (WAN)

A network that covers a large geographic area.

yellow alarm

A T1 alarm that is generated when the interface receives a red alarm signal from t
remote end.
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B-STDX 8000 1-2 Congestion avoidance
B-STDX 9000 1-2 for frame relay 2-11
Congestion management 2-14
C Connection Admission Control (CAC)
Call setup 5-18 algorithms 4-24
Caller identification 5-8 description of 4-24
Calling party address 4-43 over-subsription 4-25
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description of 1-2 SeeSMDS
logical port architecture 4-15 Constant Bit Rate (CBR) services 4-10, 4-17
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description of 1-1 SeeCPE
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description of 1-10 D channel 5-2
management system 3-6 Data Exchange Interface Protocol/Subscribet
Multi-NMS option 1-12 Network Interface
Network Management Station (NMS) SeeDXI-SNI
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password protection for 1-14 SeeDLCI
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Committed Burst Size (Bc) 2-8 Discard Eligible bit (DE) 2-8, 2-12
Committed Information Rate 2-8 Distributed Queue Dual Bus
Committed Rate Measurement Interval (Tc) SeeDQDB
2-8 Dijkstra
Configuration management 1-13 SeeOSPF routing
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in frame format 2-12 Frame Relay Feeder
limit of 2-5 SeeFrame Relay UNI-DTE
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DQDB 3-2 2-26
DQDB-based SMDS Architecture 3-2 Frame Relay OPTimum Trunk 2-28
DTE device 2-25, 2-27, 4-17 Frame Relay Switch
DXI-SNI 3-5, 3-18, 3-25 SeeFrame Relay UNI-DCE
Dynamic bandwidth allocation 4-19 Frame Relay Translated FRAD 2-27
Frame Relay trunk 2-28
E Frame Relay UNI-DCE 2-25
E.164 address 3-4 Frame Relay UNI-DTE 2-25
End System Identifier (ESI) 4-36
Enterprise network backbones 1-8 G
Error detection Generic Flow Control (GFC) 4-13
See alscCRC Graceful Discard feature 2-10
Ethernet MAC type field 2-13 Green designated frames 2-9, 2-15, 2-29
Excess Burst Size (Be) 2-8 Guaranteed packets 2-8
Extended addressing 2-12
H
F HDLC protocol 2-27, 3-4
Failure recovery service 5-10 Header Error Control (HEC) 4-13
Fault tolerance 1-5, 5-10 Heartbeat polling process 2-6
Fault-tolerant PVC 5-10 HELLO packets 2-18
FECN bit 2-11, 2-15, 2-16 High-Order Domain-Specific Part (HO-DSP)
Fixed bandwidth allocation 4-19 4-36
Flooding 2-18 HP OpenView
Frame color designators 2-9 for UNIX 1-12
Frame Relay HyperPATH 5-9

basic concepts for 2-2 to 2-13
Cascade implementation of 2-14 to 2-31 |

description of 1-2, 2-1 to 2-2 IEEE 802.3 standard 3-3
frame format 2-11 to 2-12 ILMI

framing structure 2-12 description of 4-38
LAN/WAN interconnect 2-13 eligible prefixes 4-38
logical port configuration 2-24 to 2-29  In-Band Network Management
multicast 2-29 using DXI-SNI 3-25
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Initial Domain Part (IDP) 4-36
Interexchange carrier 2-6
Interface definitions 2-5
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Basic Rate Interface (BRI) 5-5
call release procedure 5-19
call setup 5-3
call setup retry cycle 5-18
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device integration 5-4
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device 5-6
ISDN terminal adapter
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ISDN Trunk backup 1-5
ISDN-TA 5-11, 5-12, 5-18, 5-20
ITU-T E.164 standard 3-3

K
K factor
Seetrunk utilization factor

L

Leaky Bucket Algorithm 4-22

Level 3 PDUs 3-5

Link Integrity Verification report 2-6

Link Management Interface 2-6
Cascade supported 2-7

Link state routing protocol
SeeOSPF routing

LLC SNAP header 2-13

Load-balancing
SeeOSPF metrics

Local Management Interface
SeelLMI

Local switching 3-9

Logical port configuration
direct line trunk 2-29, 2-31
Frame Relay direct FRAD 2-27
Frame Relay NNI 2-26
frame relay OPTimum trunk 2-28
Frame Relay UNI-DCE 2-25
Frame Relay UNI-DTE 2-25

Low speed SMDS architecture 3-4

M
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Network Termination One (NT-1) device 5-6
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Network-to-Network Interface

SeeNNI
NLIPID field 2-13
NNI 2-5 to 2-6
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