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ASCEND COMMUNICATIONS, INC. END-USER LICENSE AGREEMENT

ASCEND COMMUNICATIONS, INC. IS WILLING TO LICENSE THE ENCLOSED SOFTWARE
AND ACCOMPANYING USER DOCUMENTATION (COLLECTIVELY, THE “PROGRAM") TO
YOU ONLY UPON THE CONDITION THAT YOU ACCEPT ALL OF THE TERMS AND CONDI-
TIONS OF THIS LICENSE AGREEMENT. PLEASE READ THE TERMS AND CONDITIONS OF
THIS LICENSE AGREEMENT CAREFULLY BEFORE OPENING THE PACKAGE(S) OR USING
THE ASCEND SWITCH(ES) CONTAINING THE SOFTWARE, AND BEFORE USING THE
ACCOMPANYING USER DOCUMENTATION. OPENING THE PACKAGE(S) OR USING THE
ASCEND SWITCH(ES) CONTAINING THE PROGRAM WILL INDICATE YOUR ACCEPTANCE
OF THE TERMS OF THIS LICENSE AGREEMENT. IF YOU ARE NOT WILLING TO BE BOUND
BY THE TERMS OF THIS LICENSE AGREEMENT, ASCEND IS UNWILLING TO LICENSE THE
PROGRAM TO YOU, IN WHICH EVENT YOU SHOULD RETURN THE PROGRAM WITHIN
TEN (10) DAYS FROM SHIPMENT TO THE PLACE FROM WHICH IT WAS ACQUIRED, AND
YOUR LICENSE FEE WILL BE REFUNDED. THIS LICENSE AGREEMENT REPRESENTS THE
ENTIRE AGREEMENT CONCERNING THE PROGRAM BETWEEN YOU AND ASCEND, AND
IT SUPERSEDES ANY PRIOR PROPOSAL, REPRESENTATION OR UNDERSTANDING
BETWEEN THE PARTIES.

1. License Grant.Ascend hereby grants to you, and you accept, a non-exclusive, non-transferabl
license to use the computer software, including all patches, error corrections, updates and revisiol
thereto in machine-readable, object code form only (the “Software”), and the accompanying User
Documentation, only as authorized in this License Agreement. The Software may be used only on
single computer owned, leased, or otherwise controlled by you; or in the event of inoperability of tl
computer, on a backup computer selected by you. You agree that you will not pledge, lease, rent,
share your rights under this License Agreement, and that you will not, without Ascend’s prior writte
consent, assign or transfer your rights hereunder. You agree that you may not modify, reverse asst
reverse compile, or otherwise translate the Software or permit a third party to do so. You may mak
copy of the Software and User Documentation for backup purposes. Any such copies of the Softwe
the User Documentation shall include Ascend’s copyright and other proprietary notices. Except as
authorized under this paragraph, no copies of the Program or any portions thereof may be made t
or any person under your authority or control.

2. Ascend’s RightsYou agree that the Software and the User Documentation are proprietary,
confidential products of Ascend or Ascend's licensor protected under US copyright law and you will
your best efforts to maintain their confidentiality. You further acknowledge and agree that all right, t
and interest in and to the Program, including associated intellectual property rights, are and shall re
with Ascend or Ascend's licensor. This License Agreement does not convey to you an interest in 0
the Program, but only a limited right of use revocable in accordance with the terms of this License
Agreement.

3. License FeesrThe license fees paid by you are paid in consideration of the license granted und
this License Agreement.
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4. Term. This License Agreement is effective upon your opening of the package(s) or use of the
switch(es) containing Software and shall continue until terminated. You may terminate this License
Agreement at any time by returning the Program and all copies or portions thereof to Ascend. Asc
may terminate this License Agreement upon the breach by you of any term hereof. Upon such
termination by Ascend, you agree to return to Ascend the Program and all copies or portions there
Termination of this License Agreement shall not prejudice Ascend's rights to damages or any othe
available remedy.

5. Limited Warranty. Ascend warrants, for your benefit alone, for a period of 90 days from the dz
of shipment of the Program by Ascend (the “Warranty Period”) that the program diskettes in which
Software is contained are free from defects in material and workmanship. Ascend further warrants
your benefit alone, that during the Warranty Period the Program shall operate substantially in
accordance with the User Documentation. If during the Warranty Period, a defect in the Program
appears, you may return the Program to the party from which the Program was acquired for either
replacement or, if so elected by such party, refund of amounts paid by you under this License
Agreement. You agree that the foregoing constitutes your sole and exclusive remedy for breach b
Ascend of any warranties made under this Agreement. EXCEPT FOR THE WARRANTIES SET
FORTH ABOVE, THE PROGRAM IS LICENSED “AS I1S”", AND ASCEND DISCLAIMS ANY AND
ALL OTHER WARRANTIES, WHETHER EXPRESS, IMPLIED OR STATUTORY, INCLUDING,
WITHOUT LIMITATION, ANY IMPLIED WARRANTIES OF MERCHANTABILITY OR FITNESS
FOR A PARTICULAR PURPOSE AND ANY WARRANTIES OF NONINFRINGEMENT.

6. Limitation of Liability. Ascend’s cumulative liability to you or any other party for any loss or
damages resulting from any claims, demands, or actions arising out of or relating to this License
Agreement shall not exceed the greater of: (i) ten thousand US dollars ($10,000) or (ii) the total lic
fee paid to Ascend for the use of the Program. In no event shall Ascend be liable for any indirect,
incidental, consequential, special, punitive or exemplary damages or lost profits, even if Ascend he
been advised of the possibility of such damages.

7. Proprietary Rights Indemnification. Ascend shall at its expense defend you against and,
subject to the limitations set forth elsewhere herein, pay all costs and damages made in settlemer
awarded against you resulting from a claim that the Program as supplied by Ascend infringes a Ut
States copyright or a United States patent, or misappropriates a United States trade secret, provid
you: (a) provide prompt written notice of any such claim, (b) allow Ascend to direct the defense an
settlement of the claim, and (c) provide Ascend with the authority, information, and assistance that
Ascend deems reasonably necessary for the defense and settlement of the claim. You shall not cc
to any judgment or decree or do any other act in compromise of any such claim without first obtain
Ascend’s written consent. In any action based on such a claim, Ascend may, at its sole option, eithe
obtain for you the right to continue using the Program, (2) replace or modify the Program to avoid
claim, or (3) if neither (1) nor (2) can reasonably be effected by Ascend, terminate the license grar
hereunder and give you a prorata refund of the license fee paid for such Program, calculated on the
of straight-line depreciation over a five-year useful life. Notwithstanding the preceding sentence,
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Ascend will have no liability for any infringement or misappropriation claim of any kind if such claim
based on: (i) the use of other than the current unaltered release of the Program and Ascend has pi
or offers to provide such release to you for its then current license fee, or (ii) use or combination o
Program with programs or data not supplied or approved by Ascend to the extent such use or
combination caused the claim.

8. Export Control. You agree not to export or disclose to anyone except a United States national
portion of the Program supplied by Ascend without first obtaining the required permits or licenses t
so from the US Office of Export Administration, and any other appropriate government agency.

9. Governing Law.This License Agreement shall be construed and governed in accordance with
laws and under the jurisdiction of the Commonwealth of Massachusetts, USA. Any dispute arising
of this Agreement shall be referred to an arbitration proceeding in Boston, Massachusetts, USA b
American Arbitration Association.

10. Miscellaneouslf any action is brought by either party to this License Agreement against the otl
party regarding the subject matter hereof, the prevailing party shall be entitled to recover, in additic
any other relief granted, reasonable attorneys’ fees and expenses of arbitration. Should any term
License Agreement be declared void or unenforceable by any court of competent jurisdiction, suct
declaration shall have no effect on the remaining terms hereof. The failure of either party to enforce
rights granted hereunder or to take action against the other party in the event of any breach hereu
shall not be deemed a waiver by that party as to subsequent enforcement of rights or subsequent
in the event of future breaches.
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What You Need to Know "
ASCEND

About This Guide

The Diagnostic and Troubleshooting Guide for B-STDX/STHDovides you with a
comprehensive set of instructions about how to monitor and troubleshoot activity &
events on a Cascade switch network. Specifically, this guide describes how to perf
CascadeView/UX, Release 2.3 tasks that are supported in Cascade switch software
Release 4.2. For information on using HP OpenView functions, refer to the appropri
HP documentation.

What You Need to Know

As a reader of this guide, you should be familiar with basic UNIX operating systen
commands and know how to use a mouse. You should possess a working knowle:
of relational database software to properly maintain SYBASE, which is the databa
used by CascadeView/UX.

This guide assumes that you have installed the Cascade switch hardware. Refer t
appropriate hardware installation guide for more information:

« STDX 6000 Hardware Installation Guide
e B-STDX 8000/9000 Hardware Installation Guide
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Documentation Reading Path A
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Documentation Reading Path

The following manuals provide the complete document set for the NMS Release 2

ASCEND

Network Management
Station Installation
Guide

L 4

ASCEND

\\)\/ﬂ

Network Configuration

Guide for
B-STDX/STDX

\ 4

ASCEND

Diagnostic and
Troubleshooting Guide
for B-STDX/STDX

This guide describes prerequisite tasks, hardware
and software requirements, and Solaris, HPQV,
and CascadeView/UX installation on the NMS.

After setting up your NMS and installing
CascadeView/UX, use this guide to define your
network, configure switches, and download your
configuration from the NMS to the switch.

After configuring your network, use this guide to
monitor and troubleshoot your network.
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Customer Comments

Customer comments are welcome! Please fill out the Customer Comment Form
located at the back of this guide and return it to us.

How to Use This Guide

This guide is intended for those usetso are using Release 2.&f the
CascadeView/UX NMSto monitor the status of a Cascade 8000/9000 or 6000 swit

and its components.

Before you read this guide, read the Software Release Notice (SRN) that accompe

the software.

Table 1. Description of Guide Contents

)

Read To Learn About
Monitoring
Chapter 1 Monitoring Cascade objects on your network.
Chapter 2 Monitoring trunks, circuits, and routes in your networ
Chapter 3 Generating diagnostic, statistical and reporting
information for Cascade switches on the network.
Chapter 4 Generating and monitoring DS1, DS3, DS0, and PV(
loopbacks.
Generating Statistics
Chapter 5 Provides an overview about generating statistical
information, setting the polling interval, and creating
reports for Cascade switches on the network.
Chapter 6 Generating logical and physical port statistics for a
Cascade switch.
Chapter 7 Generating statistics for a channelized DS3 module.
Chapter 8 Generating trunk and circuit summary statistics.
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Read To Learn About

Using the MIB Browser and the Events Browser

Chapter 9 Monitoring Management Information Base (MIB) values
in the Cascade MIB.

Chapter 10 Interpreting trap alarm conditions for Cascade switches.

Resolving Common Problems

Chapter 11 Troubleshooting techniques for resolving potential
problems, common problems and their solutions, and
information about contacting the Cascade Technical
Response Center.

Installation
Chapter 12 Reinstalling the operating system software and clearing
Parameter Random Access Memory (PRAM) from the
switch.
Appendices
Appendix A Console commands that you can enter to perform various
tasks on the switch, or to obtain information from the
switch.
Appendix B DS3 and DS1 statistics for the channelized DS3 module.
Appendix C Using the Copy Database utility.
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Conventions

This guide uses the following conventions to emphasize certain information, such
user input, screen prompts and output, and menu selections. For example:

Convention Indicates Example

Courier Bold User input on a separate line.eject cdrom

[bold italicq Variable parameters to enter. [your IP addresk

Courier Regular Output from a program. Please wait...

Boldface User input in text. Typed install and ...

Menul[l Option Select an option from the ~ CascadeView] Logon
menu.

Blue border Notes and warnings. See examples below.

surrounding text

Italics Book titles, new terms, and CascadeView/UX
emphasized text. Network Management

Station Installation Guide

>

é | Warns the reader to proceed carefully in order to avoid equipment |

Provides helpful suggestions or reference to materials not contained in
this manual.

damage or personal harm.
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Related Documentation

This section lists the related Cascade and third-party documentation that may be
useful to reference.

Cascade
e STDX 6000 Hardware Installation Guig&0006)
 B-STDX 8000/9000 Hardware Installation Gui@®005)
e CBX 500 Hardware Installation Guide (80011)
» Networking Services Technology Overvi@@001)
* Network Management Station Installation Gu{86014)
* Network Configuration Guidfor B-STDX/STDX80017)
e Configuring ISDN Services for B-STDX/STDX (80039)
e CBX 500 Network Administrator's Guide (80012)
e Cascade Enterprise MIB Definitions (80015)
 SYBASE 11 SQL Server Upgrade Guide (80040)
e Upgrading to Solaris 2.5.1 and HP OpenView 4.11 (80045)
» Bulk Statistics Collector for B-STDX/STDX (80032)

Third Party
e Solaris 2.4 System Configuration and Installation Guide

* HP OpenView Windows User’s Guiffer HP 9000 Series and Sun
SPARCstation)

« SYBASE Commands Reference Manual

» SYBASE System Administration Guid
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What's New in This Guide

This section lists the product features in this 2.3 release of the NMS, as well as th
enhancements and changes made to this guide.

Table 2. Release 2.3 New Features/Functions

New Features Enables You to... Described in.|.
Channelized DS3 Generate statistics for the channelized Chapter 7
Statistics DS3 module. Appendix B
ATM IWU Perform 155 Mbps cell switching with| Chapter 6
(Interworking Unit) | FR-ATM Interworking. Statistics
I/O module screens enable you to monitor Physical
and Logical Port Statistics for the ATM
IWU module.
Monitoring Logical Monitor the logical port attributes, suchChapter 1
Port Attributes as Administrative, Congestion Contro|,
and Trap Control for each 1/0 modulels
logical port.
Monitoring Subnets, | Monitor a subnet, cluster, Virtual Chapter 2
Clusters, VPNs, Private Network (VPN), and customersAppendix B
Management in a VPN. In addition, the monitoring
VPI/VCls. VPI/VCI function enables you to
monitor the status of all ATM
interworking connections.
VPN/Customer View| Monitor the trunks, logical ports, and Chapter 2
PVCs for a selected customer or VPN.
Limit the use of the | Provide a user with the ability to Chapter 2
CascadeView/UX monitor network resources without the
NMS to the Monitor | ability to provision.
functions
Loopbacks on the Performing DS1 loopback tests and | Chapter 4
channelized DS3 DS1 BERT testing.
module
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Table 2. Release 2.3 New Features/Functions

New Features Enables You to... Described in...
RIP console Display information about the routing | Appendix A
commands information protocol (RIP) attributes

and statistics.

New SMDS Console| Display SMDS information by using a| Appendix A

commands variety of different show smds

commands.
Copy Database Copy data in to or out of a Appendix C
Utility CascadeView/UX database. The utility

does not require you to know which
schema you should use for the new
database.

Single OSPF Domain  Monitor B-STDX switches and Throughout
CBX-500 switches using one NMS. | the manual

Table 3. Enhancements to this Guide

Changes/Enhancements to This Guide Described in...

HP OpenView SNMP Management Chapter 1
Platform, Version 4.11 menu options. In HPChapter 2
OpenView, 4.11, CascadeView/UX menu | Chapter 9
options appear on different menus than in
HP OpenView, 3.3.1. This guide references
the location of the menu options for HP
OpenView, Version 4.11.

Descriptions now included for accessing th€hapter 9
MIB Browser to view the Cascade MIB.

Backup Procedures are now included in the
Network Management Station Installation
Guide.
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Table 3. Enhancements to this Guide

Changes/Enhancements to This Guide Described in...

Changes due to all Tech Tip corrections | Throughout the manual
have been included to update and correct
descriptions throughout the book as
necessary.
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Monitoring Switch
Objects

This chapter explains how to retrieve status information about the various objects
make up an Ascend networkable 1-1 on page 14ists the section of the book that
describes each of the Monitor functions.

> You do not need to log on to monitor switch objects.
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Table 1-1.  Monitor Functions and Associated Descriptions

To Monitor Refer to...
Object Descriptions “Reviewing an Object Description” on page 1-3
Switch Details “Displaying a Submap Description” on page 1-8

Standby 3000/6000 “Reviewing Standby STDX 3000/6000 Status” on page
Status 1-17

Physical Port Attributeg “Reviewing the Status of Physical Ports” on page 1-1/9

Logical Port Attributes | “Reviewing the Status of Logical Ports” on page 1-28

Subnets “Reviewing the List of Subnets” on page 1-49

Clusters “Reviewing the List of Clusters” on page 1-50

Switch Status “Reviewing the Status of Switches” on page 1-51

Trunk Status “Reviewing the Status of Trunks” on page 2-2

Circuit Status “Reviewing the Status of Circuits” on page 2-10

Multicast DLCIs “Reviewing the Status of Multicast DLCIs” on page 2124

Management DLCIs “Reviewing the Status of Management DLCIS” on page
2-26

Management VPI/VCls| “Reviewing the Status of Management VPI/VCIs” on
page 2-28

SMDS Management | “Reviewing the Status of SMDS Management

Addresses Addresses” on page 2-31

Customer/VPN “Reviewing Customer/VPN Parameters” on page 2-33

SMDS Routes “Reviewing the Status of SMDS Routes” on page 2-410
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_ Revieving an Object Descripton @
Reviewing an Object Description

The Object Descriptin dialog mx enables you to view and modify certain attrbutes
for the foll owing abjects:

* A selectel object on the naetork map
» Submapdegription for aselectal object

» Map description for a selected object

Displ aying an Object Description

To displey anobject description for a selected object icon, complete tk foll owing
steps:

1. Onthe netvork map, select thebject icon. The selectedlject ishighlighted.

2. From the Hit menuy select Describe/ModjfObject. The Object Description
dialog boc appers.

> This dialog box enables you to access a variety of object attribute settings.
Refer to the HP OpenView User’s Guide for information about modifying
Object Capabilities and General Attributes.

T
Object Description |u |E]
Object Attributes:

Capabilities Yiew'Modify Object Attributes,.. |
Cast =\ ey
General Attributes

Selection Mamey
ISOOO Set Selection Mame “‘l

Comments s

I3 | Cancel | Help |

Figure 1-1.  Object Description Dialog Box
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3. Inthe Object Attributes field, select CascadeView and choose View/Modify
Object Attributes. The Attributes for Object dialog box appears.

— Attributes for Object Tokyo |

CazcadeView i
Should thiz switch be managed by CazcadeView?

W oirin g Falas
*[ascade Switch Mamey
Iﬂbkyo

Cazcade Switch Type:

W o

Cazcade Subnetsy

|§153‘s‘1‘0

Cazcade Cluster Mame

Should thiz switch be a gateway switch of the selected cluster?
W i o Fales
Mezsages:
The fields in this box are read-only, Press OK or Cancel to continue, E

0K |

Cancel | Help |

Figure 1-2. Attributes for Object Dialog Box

Table 1-2describes each of the dialog box fields.
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Table 1-2.  Attributes for Object Fields

Field Action/Description

Should this switch be Set this field tolrueto enable CascadeView to
managed by CascadeView?manage it.

Cascade Switch Name Displays the switch name.

Cascade Switch Type Displays the switch type (STDX 3000, STDX
6000, B-STDX 8000, or B-STDX 9000).

Cascade Subnet Displays the subnet IP address for this switch. A
subnet divides a large network into smaller pieces.
Subnets support a three-level hierarchy in which
the host number field is divided into two parts, the
subnet number and the host number on that
subnet. Refer to thdetwork Configuration Guide
for B-STDX/STDXor further details.

Cascade Cluster Name Displays the name of the cluster to which this
subnet belongs.

Should this switch be a Displays True or False to indicate whether or npt
gateway switch of the the switch is a gateway switch for the cluster.
selected cluster?

Messages Provides additional information about the fields in
the Object for Attributes dialog box.
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Displaying a Map Description
To display a map description for a selected object icon, complete the following ste

1. On the network map, select the object icon. The selected object appears
highlighted.

2. From the Map menu, select MapsDescribe/Modify. The Map Description
dialog box appears.

)
=] Hap Description [

Mame s

I%nnek_4‘2

Home Submap:

I?oot

Compound Status:

Configurable Applications:

CazcadeView

Comments s

I3 | Cancel | Help |

Figure 1-3. Map Description Dialog Box

Table 1-3 on page 1-describes each of the dialog box fields.
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Table 1-3. Map Description Fields

Field Action/Description
Name The name that identifies the map.
Home Submap If a home submap exists, the system displays the name

that identifies the home submap. A home submap is the
root home location.

Compound Status Select the desired status propagation:

Default— Causes HP OpenView to propagate status
according to a predefined algorithm.

Propagate Most Critical Causes HP OpenView to
propagate the status of the most critical symbol in the
child submap, up to the symbols of the parent object.

Propagate At Threshold Values (0 - 100%@)isplays four
fields that enable you to set threshold values that

determine when HP OpenView propagates status. The
number shown for each field is its default value.

—  %warning 30
— %minor 20
—  %major 10
—  Y%critical 5

D

Compound status is how HP OpenView propagates th
status of a symbol in a low-level submap up to parent
submaps, to warn you of a problem. For more
information, refer to thélP OpenView User’'s Guide

Configurable Select CascadeView and choose Configure for this map to
Applications display the map configuration.
Comments Additional comments that further describe the map.
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Displaying a Submap Description

To display a submap description for a selected object icon, complete the following
steps:

1. Onthe network map, select the object icon. The selected object is highlighted

2. From the Map menu, select SubmapgOpen/List. The Submaps in Map dialog
box appears.

]
Submaps in Map |J| J|

Submap List:

Change Depth: Lewel (23 .Jl

Find Submapz {in List} by Substring or Expression:

Figure 1-4. Submaps in Map Dialog Box

3. Select a submap from the Submap List and choose Describe. The Submap
Description dialog box appears.
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T T
==| Submap Description — Ouick Mavigator |u |[]

Mame s

Iﬂuick Mavigator

Parent. Object:

INone

Parent Submap:  Horse

Layout.;

Submap Context,,. |

Background Graphics:

Comments s

I3 | Cancel Help

Figure 1-5. Submap Description Dialog Box

Table 1-4describes each of the dialog box fields.
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Table 1-4.  Submap Description Fields

Field Action/Description
Name The name that identifies the submap.
Parent Object If a parent object exists, the system displays the name |of the

object in this field.

Parent Submap If a parent submap exists, the system displays the name of
the parent submap. This is a submap that is the parent tp any
child submaps. The home submap usually is the parent
submap with associated child submaps, however child
submaps can be configured to be the home submap.

Layout CascadeView/UX uses the default Row/Column. This option
affects how the objects are arranged on the screen.

Background HP OpenView field. Specifies any background graphics used

Graphics for the map background.

Comments Additional comments that further describe the submap.
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Reviewing the Details of a Switch

Use the Show Detail function to review the details of a switch.

The Show Detail function displays a graphical representation of the back panel
configuration of a switch. The Show Detail function polls the switch and returns tht
appropriate operational status of the power supplies, fan modules, and I/O module

Procedure for Using the Show Detail Function
To display the details for a selected switch, complete the following steps:
1. Onthe network map, select the appropriate switch icon.
The selected object is highlighted.

2. From the Monitor menu, select Cascade Objac8how Detail.

The Switch Back Panel dialog box displalygure 1-6 on page 1-liustrates
the Switch Back Panel dialog box. Refef$ovitch Back Panel Status Light
Indicators” on page 1-1f®r a description of each of the indicators.
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A| CazcadeYiew - Switch Back Panel : jefferson
Switch: IStatus Marginal Card: I
=] [ ] =] [ ]
Fan 4 Fan 2 Fan 2 Fan 1
16@ 15@ 14@ 13@ 12@ 11@ 10@ el @ =] @ 7 @ ) @ ] @ 4 @ 3 @ 1 @
1 1 1 ai 1 1 Eg H. olemu
By — 2 2 2 Alares
I a i g
- 3 3 3 Ethernet
a 5
4 4 4 Hant =
a 5
5 5 Dius [z
a
4 u 4
7 u 7
3 u 3
‘a
10 al
2-HSS1 1AtmDS3 10DSHL | 8-V, 36 4-Ti CP
O e | e o|le 0|0 0|0 | 0| 0 | 0|e|e ®
E:: 2 FPower Supply 1
E:: ; FPower Supply 2
o e Bhgros,.. | | i tare. |
View Front Panel ... | Close |

Figure 1-6. Switch Back Panel Dialog Box

> Slots 1 and 2 are reserved for the main control processor (CP) module
and the optional redundant CP. Slot 1 is usually configured with the main
CP module.
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3. The following listidentifies each oftte Switch BackPanel dialog bx command

buttons.
Choose To
Get Attr Display slot- or port-spedic informatian for aselecte slot
or port (or switch if no slot or portis selected).
Get Sw Attr Display summary mformation for aspecfic switch.

View FrontPanel  Display a gragical representatin of the B-STDX
8000/90® front parel. Refe to “Viewing the Front Panel”
on page 1-14or mare detdied iformaton abouthis
function.

Diagnose Run foregrounddiagnostis or display backgrond
diagnostics for he selected switch I/O modiles and ports.
Refer toChapter 3 “Running Diagnostic$ for more
information dout backgroud ard foreground diggnostics.

ISDN Status (ISDN nodulesonly) Displays the status for an ISDN
module. Refer taConfiguring ISDN Servicef B-STDX for
further details aboutSDN corfiguration gtions

Close Exit the dialog lox and reurn to thenetwork map.

Switch BackPanel Status Light Indicators

Statis lights an the Switdh Bad Panel dialog box indicate the perational status of
fans ad power supply wmits as folbws:

e Green LEDindicatesthatthefan orpower supply unitis operational.
* Red LED indicates that therfar power supply uit is not operational.

* BlueLED onafan or power supplyunit indicates that the NMS caotnaccesshe
unit for status.
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Switch Back Panel Port Colors

Physical ports change color to indicate their operational status. They use the follow
color scheme:

» A gray physical port indicates that the port is unknown. This condition usually
occurs if the configuration does not exist.

* A green physical port indicates that the port is accurately configured and
operational.

» Ared physical port indicates that the port is configured but has an Admin Statt
of Down and/or an Operational Status of Down.

Switch Back Panel Card Colors

B-STDX 8000/9000 cards also change color to indicate their operational status. T!
use the following color scheme:

* Ared B-STDX 8000/9000 card indicates that the card has failed or is not prest

e Avyellow B-STDX 8000/9000 card indicates that the card may be in a marginal
state or out of sync.

* A gray B-STDX 8000/9000 card indicates that it is operational.

Viewing the Front Panel

The Show Switch Front Panel dialog box displays a graphical representation of th
front panel configuration of a switch.
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Procedure for Displaying the Front Panel

Use the following step to display the front panel of a switch:

1. Choose View Front Panel from the Switch Back Panel dialogHigxre 1-6).
The Show Switch Front Panel dialog box displays as shoWwiyime 1-7

= CascadeView: Show Switch Front Panel
Fan 1 Fan 2 Fan 3 Fan 4
1®IP® F® f® I°® °® I"® |°® |°® [*® |4U@® [2® |2°® |[“® (=@ [=@®
Switch| Switch
Status | Status
Card Card Card Card Card Card Card
Status | Status Status Status | Status Status Status
Alarms Alarms Alarms Alarms
1 1 1 1
2 2 z
3 3
4 4
3}
[}
7
=}
El
10
CP CP 4-Ti 8-V, 35| 10D5KL 1AtmDS3 2-HSS1
Redund | Redurd
Status | Status

Fan 5
Fan & FPower Supply 1
Fan 7
Fan & FPower Supply 2

Close |

Figure 1-7.  Show Switch Front Panel Dialog Box
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Switch Front Panel Status Light Indicators

As with the CascadeView Switch Back Panel dialog box, status lights indicate the
operational status of the fans and power supply units.

Switch and Card Status Light Indicators
* Green LED indicates the module is operational.
» Red LED indicates the module is not operational.

* Blue LEDs are used on the STDX 3000/6000 Packet Processor (PP), the B-ST
8000/9000 Control Processor (CP), and on fan and power supply units. Blue
indicates that the NMS cannot access the unit for status.

Alarm Status Light Indicators
The number and type of alarms differ depending on the type of card you are using

* No LED indicates there are no alarm conditions on the 4-port T1/E1, 10-port
DSX, HSSI, ATM DS3, or channelized DS3 cards.

 Red LED indicates a red alarm condition.

* Yellow LED indicates a yellow alarm condition.
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Reviewing Stand by STDX 3000/6000 Status

The Slow Standby Switch function displays the statusam STDX 3000/6006
redundant partne, including thepower supply ard fan status.

> This function is not applicable for B-STDX 8000/9000s which have
redundant I/0O modules rather than a redundant switch partner. To
configure a redundant I/O module for the B-STDX 8000/9000, refer to the

Network Configuration Guide for B-STDX/STDX.
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Procedure to Display the Status of a Standby Switch
To display the status of a standby switch:
1. On the network map, select the switch icon that contains the redundant partne

2. From the Monitor menu, select Cascade Objac8how Standby Switch. The
Show Standby Switch dialog box appears.

=| CascadeView: Show Standby Switch
Switch Mame: Itianjin
Switch 1Dy |1‘4
State: IUnknown
Serial Mo: I
Software Rewy I
Redundant. Cable: IPresent

Fan Statusy

—
—

Power Supply Status:

Power Supply A I Fan A

Power Supply B Fan B:

Close |

Figure 1-8. Show Standby Switch Dialog Box

3. When you finish reviewing the status information, choose Close. This causes
system to exit the dialog box and return to the network map.

Diagnostic and Troubleshooting Guide for B-STDX/STDX




Reviewing the Status of Physical Ports A
ASCEND

Reviewing the Status of Physical Ports

The View (or Show) Physical Port Attributes function displays the specifics of all
physical ports defined for a selected switch.

To display a physical port for a selected switch, complete the following steps:

1. On the network map, double-click on the appropriate switch icon. The system
then displays the CascadeView Switch Back Panel dialog box.

2. Double-click on the physical port that you want to monitor.

The system then displays a dialog box to enable you to view the attributes of t
selected physical port. The title of the dialog box and the dialog box options dif
depending on the type of physical port that you are monitdriggre 1-9 on

page 1-19llustrates an example of the type of dialog box that the system displa
for an ATM UNI E3 physical port.

= Cascadebiew - View AT Physical Port Attributes

Suitch Nane: ILondon Peck Cell Rates:
- Im High Friority Duesest (255 - 800003 Cell/Sec.
Cell/Sec. Ebps
Part 11 I1 PR 03 Ijsoooo |30720
Card Type: |1 Port. ATH UNIZEZ POR 1t I330000 |30720
PCR 22 Isoooo |30720
PCR 3 |§30000 |30720
Banduidth (Kbps): 34368
Low Priority Ousues: <256 - 80000} Cell/Sec.
Port Admin Status: Up Cell/Sec, Kbps
¥mit Clock Source: | LoopTined PR 43 Ijsoooo Izom
PLR 5: Ijsoooo Izom
Cell Payload Scrambles | Disabled PCR Bt IIBUOUO |30720

PR 73 Ijﬁoooo | 30720

Loopback Status: Hons
Oper Status:

Received FEAC Status:

Max Buffer Size: 8160

Logical Fort... | Get Oper Info | Statistics |

Close

Figure 1-9. View Physical Port Attributes Dialog Box

Diagnostic and Troubleshooting Guide for B-STDX/STDX




Reviewing the Status of Physical Ports A
ASCEND

The following command buttons on the View Physical Port Attributes dialog box
enable you to obtain additional information about the physical port.

Choose To
Logical Port Display the Show All Logical Ports in PPort dialog box.
Get Oper Info Display a status message in the Oper Status field that

provides a brief status for the selected port.
Statistics Display the summary statistics for the selected physical port.

DS3 Statistics (DS3 Only)Display the DS3 Statistics dialog box to enable
you to select one of the following types of statistics:
configuration, current, interval, or total. All DS3 Statistics
options display error and performance information (for a
specified time period). Refer t&€hannelized DS3 Summary
Statistic Options” on page 7-1

Chan Alarm Status (DS3 Only)Display the alarm status for all 28 DS1 channels.
Refer to*Displaying Channel Alarm Status” on page .7-5

Diagnose (DS3 Only)Display foreground diagnostic information for a
selected channel.

Channel Attr (DS3 Only)Display the channel attributes for a selected
channel.

Close Exit the dialog box and return to the network map.
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Table 1-5Sbriefly describes the fields on the View Physical Port Attributes dialog bo:
The options that the system displays vary depending on the type of physical port \

are viewing.

Table 1-5.  View (or Show) Physical Port Attributes Fields

Field

Action/Description

Switch Name

The name entered to identify the switch at the time of
configuration.

@)

Slot ID Indicates the back panel physical slot number where the |
module that contains the selected logical port is installed.

Port ID Displays the ID number of the selected physical port.

Port Type Displays the type for the selected physical port.

Bandwidth A read-only field that displays the amount of bandwidth
available for this physical port.

Port Admin A value ofUp indicates that the port is activated. A value of

Status Downindicates that thport has never been activated or tha

the port is off-line so that diagnostics can be run to test the

port. A card with an Admin Status Bownis not operational.

Oper Status

Displays a brief status to indicate the operational status of th

selected port.
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Table 1-5.  View (or Show) Physical Port Attributes Fields (Continued)

Field Action/Description

Link Framing (T1 only)Specifies the framing format. Framing configures the
T1/E1 interface for a particular framing specification, enabljng
you to distinguish between the individual channels. It is

accomplished by adding one additional bit to each frame.

T1 link framing options include:

ESF (CCITT) (defaul— Extended Superframe. Extends the
D4 framing format from 12 frames to 24 frames, and uses
modified framing bits to provide a cyclic redundancy check
(CRC), secondary channel, and data link. The advantage of
ESF framing over D4 framing is that it enables the Ascend
equipment to monitor and respond to a maintenance message
from the network. Facility Data Link (FDL) for CCITT is the
European standard.

D4 Framing— Consists of 12 frames (also called Superframe).
It provides end-to-end synchronization and signaling
associated with a particular channel.

ESF (AT&T)- AT&T is the US Standard for Extended
Superframe.

ESF (None}- No Facility Data Link (FDL) messaging suppart.

Note: The customer premise equipment (CPE) must use the
same framing specification as the Ascend physical port.

Transmit Clock | Specifies the transmit clock source and can be any one ofjthe
Source following values:

Loop Time- The clock source is derived from the timing
received. (This value is called DTE on HSSI and UIO
modules).

Internal — The internal T1 timing generator provides the clock
source. (This value is called DCE on HSSI and UIO modules).

External— An external connection provides the clock source.
The default is Loop Time.
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Table 1-5. View (or Show) Physical Port Attri butes Fields (Catinued)

Field Action/Description
Clock Source The clock sarce. The switch can dier sugply or receve
Selection clock atarate of up to 44.212 Migdor the B-STDX

8000/90®. Options include:

DCE - Corfigures the pdrto provide clock at the rate
specfied by the clok speed selean. Use his option when
connectig to a DTE, where the switch gvides loth the
transmit and redee clocks ad uses a straight-throbgable.
Use a cosver cable to connecbta physical DCE.

DTE - Corfigures he port to receave clodk from an outside
sourcetypically a CSU/DSU. ldwever, you should set the
clock edal even though it is not clockingYou need ack
speed for logical port configuration.

Note: B-STDX 8000/9@0 ports are alays electrically DCE
and regire a cosver cable wen intefacing with a malem
or other DCE. Refer to the B-STDX 8000/9000 Heade
Installation Guide for cable diagram pings.

Clock Speed If the clock soureis set to DTE, the switch ignes the clock
(Kbps) speed parameter for clockingrposes. Hwever, you should
set clockspeed for the actwal clock rate, since the cumulative
total of all logical ports anfigured a the physical portcanrot
exced the clock soure setting.

Note: The total bandwvdth of all physicalportson the HSSI
module cainot exceed the meamum modile capaciy of
44.212 Mbps. If you exceal the maxinum capaciy,
Cascad¥iew displays an error message.

Receved FEAC | The Rece&vedFar End Alarm and Contiq FEAC) Status
Status enables yo to manitor the perbrmance of T3 circuits. The
systan displaysavalue in thidield if the C-BitParity optinis
selectd and a bopback test haseen sent from a renate
source.
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Table 1-5.  View (or Show) Physical Port Attributes Fields (Continued)

Field

Action/Description

Maximum
Buffer Size (48 -
8142 bytes)

Specifies the maximum number of bytes in the reassembly
buffer. The default is 8152. By selecting a smaller size, yol
provide more buffers to reassemble packets; reception is

improved. However, the maximum buffer size must be Iargf
re

enough to hold the largest packet of information. Packets
discarded if the reassembly buffer is full.

Zero Encoding

(T1/E1 only)An encoding format for the T1/E1 interface. Ze
encoding specifies the format of the data signal encoding.
signal has three different levels — positive, negative, and
ground, which must be referenced from a master clock.

Note: Consult your facility service provider for more
information about selecting a zero encoding method.

T1 options include:

B8zS(defaul) (Bipolar with 8 zero substitution) Refers to
the use of a specified pattern of normal bits and bipolar
violation that is used to replace a sequence of eight zero 4
With B8ZS, a special code is added and then removed fron
pulse stream in substitution for a 0 byte that has been
transmitted by the user equipment.

Jammed Bit- Refers to jammed bit zero encoding. Jammed
is also known as Alternate Mark Inversion (AMI). Using thi
method, at least one pulse every 8 bits is literally implemer
by forcing a pulse in bit 8 of each channel.

E1 selection is set at HDB3.

Line Length

(T1 and DSX only) The connection line length. For T1

modules, if To DSX-1 Connect Point is the connection type

this value specifies the distance from the T1 module to the
network equipment. The default value is O - 133 ft.

For DSX moduleghis value is the distance measurement fr
the DSX-1 module to the network equipment. The default
0 - 110.

ro
The

ts.
n the

Bit
5

nted
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Table 1-5.  View (or Show) Physical Port Attributes Fields (Continued)

Field

Action/Description

Connection Type

(T1 only)The connection from the T1 module to the T1
network.

To DSX-1 Connect Point (defaul)The T1 module is
connected to a T1 network, for example, a DACS.

To Network—= The T1 module is used as the T1 network
interface.

performance of T3 circuits. M13 is the default value for this

field.

P26

Line Build Out (DS3 only) Specifies the length of the cable from the switgh to
the network equipment to which it is attached. The default
value for this field is either 0 — 225 feet for a short cable or
— 450 feet for a long cable.

C-Bit Parity (DS3 only). Provides a way to monitor the end-to-end

The DS3 signal is partitioned into M-frames of 4760 bits each.
The M-frames are divided into seven M-subframes of 680 bits.

The first C-bit in M-subframe 1 is used as an application
identification channel (AIC) to identify the specific DS3
M-frame. This determines the mode of operation for a DS3
signal. Options include:

M13 (default}- Uses C-bits in a frame to indicate the prese
or absence of stuffing bits.

C-bit Parity — Uses the first C-bit in M-subframe 1 to identi
the format as C-bit parity.

Note: This feature requires C-bit parity-compatible customg
premise equipment.
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Table 1-5.  View (or Show) Physical Port Attributes Fields (Continued)

Field

Action/Description

PLCP Options

(ATM UNI DS3 onlyAllows you to enable or disable the
Physical Layer Convergence Protocol.

When youenablePLCP, the ATM DS3 module uses a PLCH
frame that transmits 12 ATM cells every 125 us. The ATM ¢
payload bandwidth is 36.9 Mbps. The enable option is use

the customer premise equipment can handle PLCP frames

When youdisablePLCP, the DS3 module uses ATM direct

mapping to pack ATM cells into the DS3 bit stream. The AT

cell payload bandwidth is 40 Mbps. The disable option is u
if you can disable PLCP for the customer premise equipm
that you connect to.

Loopback Status

(DS3 only)The default value for this field isone If you
enable diagnostic loopback tests, this field displays the DS
card’s loopback status. A loopback test enables you to tes
physical path for data transmission by looping back traffic
one or both directions. For more information about loopba
refer toChapter 4, “Loopbacks”

Cell Payload
Scramble

(ATM only) This option enables or disables the Cell Paylog
Scramble function. The Cell Payload Scramble function
prevents user data from being misinterpreted (ATM cell heg
deliniation). Enable is the default value for this field. Howe\
the enable option is not used if the equipment that you con
to does not support Cell Payload Scramble.

sed
ent

53
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n
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Table 1-5. View (or Show) Physical Port Attri butes Fields (Catinued)

Field Action/Description

Peak Cell Rates | (ATM orly) Peak Cell Rate (PCR) is the maximum
trarmsmission rate at which cdls are transmitted. It definesthe
shortestime period between cell¥ou can onfigure p to
eight PCR Queues, with #first four queuesbeing thehigh
priority queues and the remaining queuesbeing the bwer
priority queuesThehigh priority queues are seedfirst, and
anyremaning bandwidth is used torse thelower giority
gueuesFor more nformation about how to corfigure thePeak
Cell Rate refe to theNetwork Configuration Guide for
B-STDX/STDX

Optical (ATM IWU only) A safety featuréentended to pevent persmal
Transmitter injury whenyou repair or replace theadule, or onnect
cablesto the module. B default, this option is set tof© The
Off settirg disables the transmit laser for thisport, and
prevents the port from trasmitting incoming trdfic. You must
set thisoption to On to transmitincoming traffic out of this
port.

CAUTION: THIS FIELD MUST BE SETTO OFF BEFORE
YOU REMOVE THE OPTICAL CABLE. IF THE OPTICAL
CONNECTORS ARE EXPOSED, THE TRANSMIT LASER
BEAM CAN CAUSE PERS®IAL I NJURY.

Note: Whenyou disabletie transmit lase the CHE or switch
at the other end of the connection reports a redport alarmto
indicate spnalloss.

BIP Error (ATM IWU only) The Bit Interleving Parity error tireshold.
Threshold Select oe of the following options to indicag the physical
port’s sersitivity to network errors.

e 1076 arors
e 1075 arors
e 104 arors

* ignore
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Table 1-5. View (or Show) Physical Port Attri butes Fields (Catinued)

Field Action/Description

Traffic Shaper (ATM IWU only) Each saper has associatddfaultvalues for
Parameters priority, SCR, PCR, and MBS. RefartheNetwork
Configuration Guide for B-STDX/STR for furtherdetals

aboutATM IWU arameters.

Reviewing the Status of Logical Ports

Logical ports déne the sftware attrbutes of he physicd port. Cascadéien/UX
provides the folbwing functions that enablgou to eview the attrbutes of a logical

port:

» Show All L ogical Porsin a Switd — displays the spdiis of all logical prts
defined for a selecte switch.

» Show All L ogical Porsin a Fhysical Port — displays the spgcs of all logical
portsdefined for aphysical port.

Reviewing All Logical Ports for a Switch
To display the logical port for a selected switch, complete tte following stefs:
1. Onthe netwvork map, select the appropriate switcbric

2. From the Monibr menu, select Cascade Obje€t Show Logical Ports. The
Show All L ogical Portsn Switch dialog box appeargFigure1-10 on page 1-29
Table 1-6 throughTable 1-13 describe albf the possble fields m this dialog box.
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A| CazcadeYiew - Show ALl Logical Ports in Switch
Switch Mame: | parkf Switch IDg |20‘1
Logical Port Slot PPort Interface LPort Service Tupel IFrame Relay
Hame 10 ID Humber 10 -

_ T = LPort Tupe: | st oce
aewstu 13 1 41 1
atm-dte-fesd 12 1 4 1 DLCI: I
atm-1lp-test 3 1 33 1 -
atn-opt-cell 12 1 48 - YPH Hame: IPUbllC
circiut-9 15 1 i 1 -
cisco? 4 =5 1 Cuztomer Name: Ipubllc
direct-p-pro- 4] 1 40 1 .
drauerg 5 5 45 1 Oper Status: IDown
dt-atnn-p & 1 46 1 Loopback Status: I
dt-iwu-z-p 10 1 49 1
de-tl ER Lo Last and itz o

View Adminiztrative - Attributes

Logical Port Mame: Iaerqwr Admin Statusy e |

Eiﬁlgggﬁ?UtiNQ Factors |50 |10 Met Overflow: Public
EZEEE?CkUP Service IND Iz Template: IND

Bandwidth (Kbps): |1538‘000

Statistics,.. |

Close |

Figure 1-10.  Show All Logical Ports in Switch Dialog Box
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Show All Logical Ports in Switch Option Buttons

The following commanduttons on tle Show All Logical Portsn Switchdialog box
enableyou to dtain additional informatin about the bgical port.

Choose To

VPN/Customer Display Virtual Pivate Netvork (VPN) ard customer
information forthe seleted pot.

Get Oper Info Display a stats message in #0Oper Statusield that
providesa brief status for theselecta port.

PPP option (ISDN modulesonly) Display the Sbw PPP Options dialog
box to $row thepoint-to-point protocoloptions for an ISDN
module.Referto Configuring ISDN Services for
B-STDX/STDXor furtherdetails about ISDN cdiguration
options.

Statstics Display the summary statis$i for the selected pysica port.
For more information aboutemmary statistics, refé¢o
Chapte 5, “Generatig Statistics ad Reforts’.

Diagnose Display foreground diggnostic informatio for a selectd
port.
View Qos (ATM Only)Display the Qulity of Service parametersfor a

selected port.

Close Exit the dialog lox and reurn to thenetwork map.
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Show All Logical Ports in Switch Fields

Table 1-6throughTable 1-13describe all of the possible fields on the Show All
Logical Ports in Switch dialog box. The options that the system displays vary
depending on the type of port you are viewing.

Table 1-6.  Show All Logical Ports in Switch Identification Fields

Field Action/Description
Customer Name Displays the name of the customer using the VPN.
Switch Name Displays the name entered to identify the switch af the

time of configuration.

Logical Port Name Displays the name assigned to the LPort at the time of
configuration. The LPort ID uniguely identifies each
logical port within the physical port.

Slot ID Indicates the back panel physical slot number where
the I/O module that contains the selected logical port is
installed.

PPort ID Displays the ID number of the physical port for which

the selected logical port is configured.

Interface Number Displays the number assigned by the NMS when the
port was configured. This number is a unique identitfier
used internally to specify a particular logical port inja
switch. The traps and circuit monitoring screens refer
to the logical port by its Interface Numb&ngm).

Last Invalid DLCI This field is for B-STDX Frame Relay Networks only.
If the system displays a value in this field, the value
indicates the last invalid DLCI that was detected by the
switch. This value indicates that there is a problem
with a configuration either at the switch or at the

Customer Premise Equipment (CPE). Check this value
if you have a DLCI that is not receiving traffic.
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Table 1-6.  Show All Logical Ports in Switch Identification Fields (Continued)

Field

Action/Description

Loopback Status

(DS3 only) The default value for this field rone If

you enable diagnostic loopback tests, this field displays

the ATM DS3 card’s loopback status. A loopback te|
enables you to test the physical path for data
transmission by looping back traffic in one or both
directions. For more information about loopbacks,
refer toChapter 4, “Loopbacks”

St

12}

LPort ID Displays the ID number that uniquely identifies eac
logical port.
e For UNI-DCE physical ports, the LPort ID is
always 1.
e For T1 and E1 physical ports, you enter the LPqg
ID when you add the T1 or E1 port.
e For Frame Relay trunking, the LPort ID specifie
the DLCI of the Frame Relay Trunk.
LPort Type Displays the configured type of the selected logica

port.

Oper Status

Indicates whether the selected port is operationall)
Down, or Unknown. Unknown indicates that the NM
is unable to contact the switch to retrieve status.

y Up,
S

VPN Name

Displays a virtual private network name. Refer to
“VPN Overview” on page 2-3for more information.
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3. You can use th8tatisticscommand to display the summary statistics for the
selected logical port. For more information about summary statistics, refer to
Chapter 6, “Logical and Physical Port Statistics”

4. Choose the View Attributes option to display various attributes for the logical
port.

5. When you finish reviewing the logical port information, choose Close to exit th:
dialog box and return to the network map.

Logical Port Attributes

The system displays Logical Port Attribute information at the bottom of the Show /
Logical Ports in Switch dialog box. The attribute information that the system displa
differs depending on the attribute that you select from the View Attributes option.

Table 1-7identifies each of the different attribute types along with a reference to th
table that describes these attributes.

Table 1-7.  Logical Port Attribute Types

For Information About |See...

Administrative Table 1-8 on page 1-34

Congestion Control Table 1-9 on page 1-37

Trap Control Table 1-10 on page 1-39

Link Mgmt Table 1-11 on page 1-41

SMDS Table 1-12 on page 1-45

ISDN Configuring ISDN Services for
B-STDX/STDXor further details
about ISDN attributes.
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Administrative Attributes

View Adminiztrative - Attributes

Logical Port Mame: Iaer‘qwr‘

CIR Be.f’Routlng Factors Met Overflow: Public
{1/100s3 *

OB {mloroasel; I DRE Dhascd B I

Can Backup Service I . I
Names: Ho Iz Template: Mo

Admin Status: e |

Bandwidth (Kbps): |1538‘000

Figure 1-11. Administrative Attributes

Table 1-8.  Administrative Attributes Fields

Field

Action/Description

Admin Status

Displays logical port status values. A valugmindicates
that the logical port is activated. A valuel@dwnindicates

that theport has never been activated or that the logical port

is off-line so that diagnostics can be run to test the port. A

logical port with an Admin Status &fownis not
operational.

Bandwidth (Kbps)

Displays the bandwidth for the selected logical port.

zero CIR circuits. Valid values include any value between
50-100 percent. The default value is 50 percent.

Diagnostic and Troubleshooting Guide for B-STDX/STDX

Bit Stuffing Designates whether bit stuffing is enabled for the selected
logical port. This parameter only applies to T1/E1 and
DSX-1 modules.

Can Backup Displays either Yes or No to specify whether or not this

Service Names logical port can be backed up to a service name binding.

CIR Be/Routing | The circuit priority for OSPF. The CIR Be/Routing value

Factors (1/100s) | represents the UNI bandwidth percentage on all configured
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Table 1-8.  Administrative Attributes Fields (Continued)

Field

Action/Description

CDV (microsec)

(ATM, Optimum Cell Trunks onlfisplays the maximum
cell delay variation (in microseconds) for this logical port
This value only applies to CBR traffic, and specifies the
maximum variation in time delays between cells going ou
this logical port. The UPC uses this value to police the
requested traffic descriptor.

The default value is 684 for DS3 ports, or 191 for OC3c
ports. To change the default, you need to know the maxin
CDV for PVCs on this port, as well as the traffic
requirements of the hardware on the other end of the
connection.

t of

num

CRC Checking

(HSSI modules onlyppecifies the type of cyclic redundan

LY

check performed on incoming data. Data is checked in either

4K (CRC 16) or 8K (CRC 32) frames.

Is Template

Displays either Yes or No to indicate whether you can u
this logical port configuration as a template.

se

Net Overflow

DisplaysPublic if the customer (on a private network) is
allowed to use a public trunk in the event of overflow or
trunk failure. Display®Restrictif the customer is restricted t
its own private network. For more details, refefRavate
Net Overflow” on page 2-33

Note: If the Net Overflow value is Restrict, the customer
must have a redundancy plan in place. If not, network fail

ure

will result in the event of a trunk failure.
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Table 1-8.  Administrative Attributes Fields (Continued)

Field Action/Description

VPI/NCI (ATM, Optimum Cell Trunks Onlfisplays the value for the
VPI number and VCI number.

TheVPI number displays a number between 0 and 15 to
identify the 4-bit virtual path for the ATM logical port. A
virtual path is a group of virtual channels carried between
two points. VPIs provide a way to bundle traffic headed in
the same direction. The number that the system displays for
this field is equivalent to the VPI value in the ATM cell
header and is used to route cell traffic.

TheVCI number identifies the virtual channel. A virtual
channel is a connection between two communicating ATM
entities. It may consist of a group of several ATM links, CPE
to central office switch, switch to switch, and switch to user
equipment. All communications proceed along this same
VC, which preserves call sequence and provides a certaln
quality of service. The number that the system displays fopr
this field is equivalent to the VCI value in the ATM cell
header.

If this is a logical port on a frame-based 1/0O module, the
value should be a number from 32 to 63.

If this is a logical port on an ATM-based I/O module (such as
the ATM DS3 module), the value should be a number from
32 to 255.

Note: The VPI and VCI are used only for establishing
connections between two ATM entities, not the end-to-end
connection.
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Congestion Control Attributes

Yiew | Congestion Contral — I Attributes

ClosedLoop Enabled: of f

Mild Thrhld (56 Bytel: | 225 Sev Thrhld (56 Byter: |234 Abs Thrhld (56 Byted: | 588

Bad PYC Factors 30 Amber Pm {¥r: i fmber Pz {X): |?5

Check Interval {sect: |1 Clear Delay {sec):

1T
I

Figure 1-12. Congestion Control Attributes

Table 1-9.  Congestion Control Attributes Fields

Field Action/Description

Closed Loop Enabled Set to on or off to indicate whether or not the specifie
congestion control values are applied. The default
value for this field is off.

Mild Thrhid Displays the mild threshold value which determines
how the switch reacts to congestion at the mild
threshold state.

This value is specified when you configure the logical
port and can be modified. The threshold has a default
value that is relative to the value of the bandwidth.

Sev Thrhid (56 Byte) Displays the severe threshold value which determine:
how the switch reacts to congestion at the severe
threshold state.

This value is specified when you configure the logical
port and can be modified. The threshold has a default
value that is relative to the value of the bandwidth.
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Table 1-9. Congestion Contol Attri butes Fields (Catinued)

Field Action/Description

Abs Thrhld (56 Byte) Theabwlute congestin thresholdvalue. Thisvalue is
specfied when yu canfigure the logical prt and can
be modified. The hreshold has default value that is
relative tothevalue of the bandwidth.

The threshold value isspecified in units of @tabuffers
queud for transmit. On the B-STDX 9000, the
thresholdvalue is spedied in 56-byte buffer units.

Bad Pvdracor The facor used tadetermine tle threshold ér bad
PVC detection. Therangeof valuesfor thisfield is
from 0 throudp 32.

Amber Pm (%) Contolsthe reduction percentagéthe excessburst
size (Be) wha mild congestionoccurs. Thedefault
value for thisfield is 50.

Amber Ps (%) Contolsthe reduction percentagéthe excessburst
size (Be) wha sewer corgeston occurs. Tie defailt
valuefor thisfield is 100. If 100 is used|| amber
packetsare discarded.

Check Inteva The timeinterval (in seconds) ketween two successve
congestive statecheckings. The default value for this
field is 1.

Clear Delay The time delg (in secods) before a cayestion

clearance message is sent wiihe congested port
becomes lesscongested.The dfault value for this
field is 3.

> Refer to the Network Configuration Guide for B-STDX/STDX for detailed
information about how to set congestion thresholds for a logical port.
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Trap Cont rol Attri butes

View | Trap Control - I Attributes

Congestion Threshold (%): |0 Frame Errsmin Threshold: |0
SMDS PIU Viol Threshold (0-255): IDisabled it latlon Trapag I

Figure 1413. Trap Control Attri butes

Table 1-10. Trap Control Attri butes Fields

Field Action/Description
Congestion Threshold If the rate of congestion over aone-mirute periad
(%) excedls the threlsold percatage specified, a tiap is
sent to theNMS. Valid valuesare 0 to 100;the defaut
value is zero.

A congestio trap is generatd and sent to the NMS if
the rateof congestim over aone-minuteperiod
excedls the congestiothreshold percentagalue.
When ya corfigure the bgical portyou can adjst
this value depeding on how sensiive your nework
neeals to keto congestin. Settiry this value bw
generates a trap at tfiest sign of ongestion; settig
this value hidn will only gererate a trgp for serious
network congestion.

Using a defaultvalue of O disables #corgestion
thresold feaure. If your system displays ealueof 0
for the congestion breshold no traps are g@erated for
thelogical port. Refer to the Network Coffiguration
Guidefor B-STDXASTDXfor more details laout how
to configurea logical port.
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Table 1-10. Trap Control Attributes Fields (Continued)

Field

Action/Description

Frame Err/min Thresholg

)

Specifies the configured threshold of frame error

5 0N

the logical port that will trigger a trap to be sent to the

NMS. The default value of 0 is set at the time of

logical port configuration. The range of values for this

field is from O to 16384.

SMDS PDU Viol
Threshold (0 - 255)

Specifies the configured threshold of SMDS PDU
violations. The default value of 0 is set at the time
logical port configuration. The range of values for tk
field is from O to 255.

Df
nis

SMDS PDU Violation
Traps

A value ofenabledspecifies that the NMS will issue
traps for PDU violations. An SMDS PDU violation
can be either an SIP3 SMDS address failure or an
invalid DXI2 frame header. These errors mean
incoming frames are bad and this usually indicateg
problems with the CPE configuration. A value of
disabledspecifies that the NMS will not issue traps f
SMDS PDU violations.
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Link Management Attributes

View | Link Hgnt - I Attributes

Link Mgmt Protocols: IDisable ITE Error Threshold: |3
ICE Poll Verify Timer {sec): |15 ITE Event Count: |4
ICE Error Threshold: |3 ITE Poll Interval {(sech: |10
ICE Event Count: |4 ITE Full Status Poll Frequency: IB
LHI Update Delay: |3 zeconds

Figure 1-14. Link Management Attributes

Table 1-11. Link Management Attributes Fields

Field Action/Description

Link Mgmt Protocol Displays one of the following values to identify
the type of link management protocol defined
for the selected logical port:

ANSI T1.617 Annex D (default} indicates that
the network uses DLCI 0O for link management.

LMI Revl —indicates that the network uses
DLCI 1023 for link management.

CCITT Q.933 Annex A-is for international
standard (European) use only. The network uses
DLCI 0O for link management.

Auto Detect-is used only if the attached
customer premise equipment (CPE) provides the
link management protocol. This logical port can
automatically detect which protocol is in use.

Disabled- is used only if the attached CPE does
not support link management or if you need tp
disable link management for troubleshooting.
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Table 1-11. Link Management Attributes Fields (Continued)

Field

Action/Description

DCE Poll Verify Timer (sec)

Displays the value of the T392 timer which
specifies the length of time the network shoul
wait between Status Enquiry messages. If no
Status Enquiry message is received within T3
seconds, the network records an error. The
default is 15 seconds.

92

DCE Error Threshold

Displays the parameter used in conjunction
the DCE Events Count (N393) parameter. Th
Local Management protocol monitors the last
N393 events. If N392 or more are found in err
the link is declared inactive. The default value
3.

with

DCE Event Count

The number of events in a sliding window of
events monitored by the network. An eventis {
receipt of a valid or an invalid Status messagg¢
or the expiration of the T392 timer. If N392 of
the last N393 events are found in error, the lin
is declared inactive. The link remains inactive
until N393 consecutive error-free events are
detected. The default is 4.

i

1k
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Table 1-11. Link Management Attributes Fields (Continued)

Field Action/Description

LMI Update Delay Displays a value from 1 to 9 seconds to enab
asynchronous LMI updates. The default is 3
seconds. When you set this timer, the switch
sends a signal (known as an event) to notify
other network equipment (CPE) when a circujt
on this logical port goes up or down. The peripd
of time you specify creates a buffer. If the circuit
recovers within this period of time, no event i$
issued. If you choose No Updates, the switch
does not send a signal to the CPE. If you chopse
No Delay, the switch sends an update
immediately to the CPE.

e

For example, if the network takes a significant
amount of time to recover from trunk outages|
you increase the LMI Update Delay. This delay
introduces a time element, which can minimize
end-user visibility to a self-recoverable outag

D

DTE Error Threshold Displays the parameter used in conjunction with
the DTE Events Count (N393) parameter. Th
Local Management protocol monitors the last
N393 events. If N392 or more are found in error,
the link is declared inactive. The default value is
3.

D

DTE Event Count The number of events in a sliding window of
events that you can monitor. An event is the
receipt of a valid or an invalid Status message,
or the non-receipt of a Status Enquiry message
after T391 seconds. If N392 of the last N393
events are found in error, the link is declared
inactive. The link remains inactive until N393
consecutive error-free events are detected. The
default is 4.
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Table 1-11. Link Management Attributes Fields (Continued)

Field Action/Description

DTE Poll Interval (sec) Displays the number of seconds between the
transmission of Status Enquiry messages. The
default is 10 seconds.

DTE Full Status Poll The number of T391 polling cycles between fu
Frequency Status Enquiry messages. The default is 6.
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SMDS Attributes

View | SIS - I Attributes

Support. Heart Beat Poll: IND Multiplex to this 5512
Switchy I[None]

Heart Beat Poll Interval (1-40 sech: |10
LPort: I[None]

Heart Beat Poll MA Threshold {1-2553; |30

Protocal error checkings: Off

Figure 1-15. SMDS Attributes

Table 1-12. SMDS Attributes Fields

Field Description/Action

Support Heart Beat Heart beat polls check for a keep-alive signal coming
Poll from the CPE.

DisplaysYes(defaul) only if the CPE connected to this
port supports heart beat poll responses; otherwise this
value isNo.

Heart Beat Poll The lapse of time that is to occur between heart beat
Interval (1 - 40 sec) polling requests sent to the CPE. This value has a range
between 1 and 40 seconds; the default is 10 seconds.

Heart Beat Poll The configured threshold of heart beat polling requests
Threshold (1 - 255) that can go unanswered before a trap is recorded in the
event log. A threshold crossing alert is sent to the NMS
each time the threshold for the DXI/SNI is exceeded
within a 15-minute time period. The unanswered heart
beat poll count is reset every 15 minutes.

This value has a range between 1 and 255; the default

value is 30.
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Table 1-12. SMDS Attributes Fields (Continued)

Field Description/Action
Protocol error This selection enables you to determine the level of
checking protocol error checking to perform on PDUs received|by

this logical port. This field ignabled for debugging
purposes only

Off (default)— Minimal address checking occurs.

On- Complete Level 2 protocol error checking occurs.
This activates Level 2 protocol error counters and you
can use SMDS logical port statistics to view these errors
(if any). There is a slight performance cost if you enable
protocol error checking.

Multiplex to this If this is a DXI/SNI logical port that is multiplexed to a
SSI: Switch specific SSI-DTE, this value specifies an individual
address.

Multiplex to this If this is a DXI/SNI logical port that is multiplexed to a
SSI: Lport specific SSI-DTE logical port, this value specifies the
SSI-DTE logical port.

Diagnostic and Troubleshooting Guide for B-STDX/STDX




Reviewing the Status of Logical Ports A
ASCEND

Reviewing All Logical Ports in a Physical Port

To display the logical ports for a selected physical port, complete the following ste

1. Display the View (or Show) Physical Port Attributes dialog égure 1-9 on
page 1-19 Refer td‘Reviewing the Status of Physical Ports” on page 1f$6u
are not sure how to perform this step.

2. Choose thé&ogical Portcommand button.
The Show All Logical Ports in PPort dialog bdxdure 1-19 displays.

=] Cascadslieu ~ Shou ALl Logical Ports in PPort

Switch Name; ITukgu Switch 103 [ 1.1 Slot ID; |10 PPort 1D: |1

Logieal Part Slot FRort Interface LPort.  Serwice Type: IRTN
Hane I 10 Nawber I
£.10.1. atn.uni.dbe - LPort, Tups; [ unr ore
1.10,1, 0pt, Frane, trk o 1 & - I
VPN Name: Ipuhl]t:
Custoner banes | publ o
Oper Statust I
Loopback Status: nore

View Administrative s | Retributes

Logical Port Nane: It.l().l.atm.um.dt.e Aduin Statuss | Up

. I Net Overflow: Public
B N LR HEH
ﬁ::ei?ﬂkup Service Mo Is Template: Ho

Banduidth tkbpsds | 64,000

WPWCustoner., | Get Oper InFo_ | Dicgnose,., |

BEP (e ior e | Statistics... |

Close

Figure 1-16.  Show All Logical Ports in PPort Dialog Box
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The Show All Logical Ports in PPort dialog box displays identifying information
about the Physical Port and associated Logical Ports at the top of the dialog box.

Logical Port Attributes

Attribute information is displayed at the bottom of the dialog box. The attribute
information that the system displays will differ depending on the attribute that you
select from the View Attributes option.

Table 1-13dentifies each of the different attribute types along with a reference to ¢
description of these attributes.

Table 1-13. Attribute Descriptions

For information about | Refer to...

Administrative Table 1-8 on page 1-34

Congestion Control Table 1-9 on page 1-37

Trap Control Table 1-10 on page 1-39
Link Management Table 1-11 on page 1-41
SMDS Table 1-12 on page 1-45
ISDN Configuring ISDN Services for B-STDX&

further details about ISDN attributes.
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Reviewing the List of Subnets

The Show All Subnets function displgs alist of sulnets déined for a switch.

To display a listof the switches a the currenty displayednetwork map completethe
following steps:

1. From tre Monitor meny, select Casae Objectd] Show All Subnets. The Siwv
All Subnes dialog box appears.

A| CazcadeYiew —— Show ALl Subnets

Subnet IP Address Is Cluster Subnet

L

153,11,20,0 Mo

Fl

Close |

Figure 1-17. Show All Subnets Dialog Box

Table 1-14. Show All SubnetsFields

Field Action/Description

Subnet IP Address Identifies e subnet IP @dresses fothis switch.
A subnet dvides a lage netvork into smaller
pieces. 8bnets supprt a threevel hierardy in
which thehost numbefield isdivided inb two
parts, thesubneinumber ad the hoshumber on
that sulnet. Refe to theNetwork Configuration
Guide for B-STDX/STRfor furtherdetals.

Is Cluster Subet DisplaysYesor No to specify whether orabthe
slbnet is part of a cluste
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Reviewing the List of Cluste rs

The Show All Clusters funciin displays a lisbf clusters diéned fa a switch.For
furtherdetails about bw to corfigure acluster inasumet, refer to theNetwork
Corfiguration Guide for B-STDX/STDXo disply a list of the clustexdefined for a
switchon the currenty displayed netork map, complete the fallving steps:

1. From the Monitor menu, select Cadedbjecs 1 Show All Clusters The Stow
All Clustersdialog box appears.

==| CazcadeYiew — Show All Clusters

Cluster Hame SubMetAddress Cluster ID

Cluster_0 152,148, 236,0 0 |
Cluster_7 152,148, 236,0 7

Close |

Figure 1-18. Show All Clusters Dialog Box

Table1-15 describes th&elds n the Stow All Clusters dialog bx.
Table 1-15. Show All Clusters Fields

Field Action/Description

Cluster Name The subnet IP adress for a cluster subnet.

Subnet Address Identifies the subet IP addressof this cluste. A subnet
divides a lage network into smalle pieces. Sbnets
support a thiee-level hierarchy in which the hast number
field isdivided into o parts, he sibnet number and the
host number p that sulmet Refer to tle Network
Configuration Guide for B-STDX/STR for details.

ClusterlD Displays avaluefrom 0 to 7 to indicate thetusterID
portion of the IP address.
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Reviewing the Status of Switches

The Show All Switches function displays switch configuration information for any
switch on the network map.

To display a list of the switches on the currently displayed network map, complete
following steps:

1. From the Monitor menu, select Cascade Objacthow All Switches. The Show
All Switches dialog box appeatrs.

A| CazcadeYiew — Show All Switches

Suiteh Nanes: Switch 10 I 236.2
jefferson 236.1
Ethernst IP Add : 152,148,230,73
Lindberg 236,3 B ress I
nixon 236.5 )
wright 2364 Telnet Sessiong IEnable
Congole Timeout (minutes): |5
¥ Circuit OAM Alarms: IDisabled

II Community Mame HHS IP Address Access Receive Traps?
00 cascade 152,148,230,94 Read/Write Enable

0l public 0,0,0,0 Read Only  Disable

Part, Mo |ch—500 Serial Nog |0000238
Eprom Rev: |01‘00‘00‘00 Softuare Rev: |01‘03‘00‘00
Hardware Rewy |08 Phone Humber; I

Contact: I

Locations I

Syztem Description:

Cazcade Communicationz Corporation CEX-500

Close |

Figure 1-19.  Show All Switches Dialog Box
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2. Select the name of the switch from which you want to retrieve configuration
information.

3. When you finish reviewing the status information, choose Close to exit from th
dialog box and return to the network map.

Table 1-16describes the fields in the Show All Switches dialog box.
Table 1-16. Show All Switches Fields

Field Action/Description
Switch Names Displays the name assigned to each switch map.
Switch ID Displays the switch number used as the host

assignment in the switch’s internal IP Address.

Ethernet IP Address Displays the external IP address for the switch’s
LAN side. You assign this IP address to the Ethennet

module in the gateway switch during configuration.
Telnet Session Displays whether Telnet access to the switch is
enabled or disabled.
Console Timeout Displays the time period (in minutes) of inactivity
(minutes) before the RS232 console port is logged off. A value

of O specifies that there is no console timeout period
so that the console will not time out during periods
of inactivity.

Circuit OAM Alarms @ATM CS and IWU modules ohl value of
Enabledallows this circuit to generate OAM alarms
to indicate whether the circuit is up or down. Thege
alarms send a signal to the logical port whenever|the
circuit goes down or comes back up. A value of
Disabledindicates that this option is not used.
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Table 1-16. Show All Switches Fields (Continued)

Field Action/Description

Community Name Displays the name used to control access to the
switch’s configuration. The Community Name is
used in conjunction with the NMS IP Address to
identify whether the specified NMS has authority|to
send intrusive commands to the switch. The defgult
name for the First NMS is lowercase (case-sensitjve)
cascade

NMS IP Address Displays the address of the NMS that is configured
to communicate with the selected switch. Traps
generated from the selected switch are also sent|to
this IP Address. In order to send SNMP commands
to the switch and to download switch software, the
NMS IP Address must be the same as the IP Address
of the switch.

Access Displays the access privileges the NMS has with the
selected switch. The first NMS always has
Read/Write privileges. An NMS with Read only
privileges can receive traps but is restricted from
sending write commands to the switch.

Receive Traps Indicates whether traps generated from the selegted
switch are sent to this NMS IP Address. An NMS
with read-only privileges can receive traps but is
restricted from sending write commands to the
switch.

Part No. Displays the part number of the Packet Processar for
an STDX 3000 or 6000, or the part number of the
Control Processor for a B-STDX 8000/9000.

Eprom Rev Displays the switch’s EPROM revision level; 2.0|or
greater.

Diagnostic and Troubleshooting Guide for B-STDX/STDX




Reviewing the Status of Switches A
ASCEND

Table 1-16. Show All Switches Fields (Continued)

Field

Action/Description

Hardware Rev

Displays the revision level of the Packet Proces
for an STDX 3000 or 6000, or the revision level 0
the Control Processor for a B-STDX 8000/9000.

s0r

Serial No Displays the serial number of the selected switc
obtained from the MAC Ethernet Address of the
switch.

Software Rev Displays the revision number for the firmware

currently running on the selected switch.

System Description

Displays the switch type, either STDX 3000, ST
6000, B-STDX 8000 or B-STDX 9000. This
parameter is taken directly from the switch and
therefore is displayed only if the NMS is actively

Phone Number Displays the telephone number of the contact person
who is responsible for the selected switch.

Contact Displays the name of a contact person who is
responsible for the selected switch.

Location Displays the physical location of the selected swijtch.

DX

communicating with the selected switch.
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Monitoring Trunks and
Circuits

This chapter explains how to monitor trunks, circuits, and SMDS routes. You use t
CascadeView/UX Monitor menu to access each of the functions described in this
chapter. For more information about all of the functions that you use to monitor swi
objects and where these functions are describedasde 1-1 on page 1-2

> You do not need to log on to monitor switch objects.
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Reviewing the Status of Trunks

The Show All Trunks function displays the operational status and available bandwi
of a specified trunk. A trunk represents a link from one Cascade switch to another
Cascade switch for the purpose of transporting user traffic, routing updates, netwc
management pools, and other management traffic. To display trunks for a currently
displayed network map, complete the following steps:

1. From the Monitor menu, select Cascade ObjécShow All Trunks. The Show
All Trunks dialog box appears.

4| CazcadeView - Show ALl Trunks

Tefined Trunk Mames:

G/I-ICT I i Defined Banduidth (Kbps): |221OE.0
GAL-DT

JA-DILT
71 1-ILT
J/L-opt-frame-trunk Trunk Admin Costy 100

edd-atm-opti-trk-test
Virtual Bandwidth {Kbpsi: |21000.7

Traffic Allowed:;

Subscription Factor (¥¥p | 100

Keep Alive Threshold:

Wirtual Private Metwork: | Public

Avail Wirtual BW (kbpsi: |21000.7 210007
Munber of Ws: IO o

Trurk Status:

Il

Static Delay (in 100 microsech:

Dynamic Delay tin 100 microsecl:
Trurk Rewision:

PVC Hanager Rewision:
Trunk Tupst Primary

Call setup retry Interval (sec)i |1 Backup on Trunk Failures

. .
il

Mo, of retries/setup cucle: 2 Trurk failure thresh, (seci: 5
Retry cycle Interval (min, )i 1 Trurk restoration thresh, (sec); |15
Initiate Backup Call Setup: Yes
Endpoint 1 Endpoint 2
Switch Mame: I Jefferson Switch Mame: I Lindbera
LPort Name: I JAL-HSSI-ILT LPort, Nane: I LAT-HSS1-ILT
LPort Tupst Iﬂthar‘tDJract Line Trunk LPort. Types IDther‘:Dlract Line Trunk
Slot. 103 16 PPart ID: 1 Slat 1D: 16 PPart. 103 1

Statistics | Get Oper Info | Cloze

Figure 2-1. Show All Trunks Dialog Box
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> A negative value in the Avail Virtual BW field indicates that a trunk has

gone down. When a trunk goes down the system reroutes the circuits that
were routed over the bad trunk and, if necessary, may use more than the
available virtual bandwidth on trunks that are operational. This condition
may cause certain trunks to have a negative Available Virtual Bandwidth
value.

2. Inthe Defined Trunk Names list, select the name of the trunk from which you
want to retrieve status information.

3. You can choose tHgtatisticsoption to display the summary statistics for the
selected trunk. For more information about summary statistics, reféraoter 8,
“Trunk and Circuit Statistics”

4. If the selected trunk is an ATM direct cell trunk, you can use the View QoS opti
to display the Logical Port Quality of Service statistics for the selected trunk. F
more information about QoS statistics, refetiasplaying QOS Statistics for
ATM Direct Cell Trunks” on page 8:4

5. When you finish reviewing the status information for the selected trunk, choos
Close to exit the dialog box and return to the network map.

Table 2-1describes the Show All Trunks fields.
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Table 2-1. Show All Trunks Fields

Field Action/Description

Defined Trunk Names Displays the names of the trunks configured for the
current network map.

Defined Bandwidth (Kbps)| Displays the amount of bandwidth, in Kbps, for|the
selected trunk line.

Subscription Factor (%) Displays the percentage used to calculate the
Available Virtual Bandwidth for the selected trun
Because Cascade allocates the bandwidth of the
CIR when you configure the circuit, this K factor
enables you to over-configure the trunk so that you
can configure even more circuits. For example, you
can set this factor to 200% to produce a virtual
bandwidth that is two times greater than the defined
bandwidth.

v

Trunk Admin Cost Displays the cost of using this trunk for a virtua
circuit when a virtual circuit is dynamically created
on the switch. A larger value makes it less likely
that the trunk will be used for a virtual circuit. A
smaller value makes it more likely that the trunk
will be used for a virtual circuit. The range of
values for this field is 1 - 65534; the default valug
blank.

is

Virtual Bandwidth (Kbps) Displays the result of the calculation:

Defined Bandwidth * Trunk Over Subscription
Factor% * .95

The value95is used because .05% of the
bandwidth is reserved for management purpose

U7
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Table 2-1.  Show All Trunks Fields (Continued)

Field

Action/Description

Allowed Traffic

DisplaysAll to indicate that the trunk can carry bo
user data and network management traffic. Displ
Mgmt Onlyto indicate that the trunk can carry on
network management traffic, such as SNMP

communication between a switch and the NMS.

th
ay's

Keep Alive Threshold

The number of seconds that the trunk protocol
exchange Keep Alive (KA) control frames withou
getting a response from the remote node. The re¢
interval is represented in seconds. The keep aliv
threshold can be any value between 3 and 255
seconds. The default is 5 seconds.

Note: If you are running different switch code
versions in your network, for example Version 4.
and Version 4.2, you must accept the default val
of 5 seconds.

Note: Service is disrupted if you change this vall
after the trunk is online.

will
t
Btry
e

=3

e

Virtual Private Network

Displays a virtual private network name. Refer {
“VPN Overview” on page 2-3fr more
information.

Private Net Overflow

DisplayBublic if the customer (on a private
network) is allowed to use a public trunk in the
event of overflow or trunk failure. Displaj&estrict
if the customer is restricted to its own private
network. For more details, refer‘terivate Net
Overflow” on page 2-33

Note: If the Net Overflow value is Restrict the
customer must have a redundancy plan in place
not, network failure will result in the event of a
trunk failure.
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Table 2-1.  Show All Trunks Fields (Continued)

Field Action/Description

Avail Virtual BW (Kbps) Displays the amount of bandwidth, in Kbps,
available for circuit configuration and allotment gn
the selected trunk. Each configured circuit that
traverses the selected trunk decrements this value
by its CIR. This allocation only occurs at circuit
initialization. If a trunk fails in the network and yo
must reroute the circuits, this checking does not
occur.

[

Number of VCs The number of virtual circuits.
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Table 2-1.  Show All Trunks Fields (Continued)

Field

Action/Description

Trunk Status

Displays the current status of the selected trunk.

The possible values include the following:

Unknown- The NMS cannot reach one or both
switches.

Down- The switches are unable to establish a
communication link.

Attempt— A switch is attempting to contact another

switch but has not yet received a response.

Init — A one-way communication exists between the

two switches.

Two-way -Bi-directional communication exists
between the two switches.

Exchange Start The two switches are about to
exchange the network topology.

Exchange The two switches are in the process of

exchanging the network topology.

Loading— The two switches are requesting the mpst

recent link state.

Up — The trunk is up and operational between the

two switches.
bt Defined- A backup trunk is ready for backup.

Static Delay

The recently measured one-way delay of the tru

in units of 100 microseconds. This value may vary

from the Dynamic Delay value due to congestion
value of zero indicates that the delay value is not
available for this trunk.

Dynamic Delay

The measured one-way delay of the trunk, in un

nk,

A

its

of 100 microseconds. A value of zero indicates that

the delay value is not available for this trunk.
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Show All Trunks Fields (Continued)

Field

Action/Description

Trunk Revision

The trunk revision.

PVC Manager Revision

The PVC manager software revision.

Trunk Type

Display$Normal, Primaryor Backup Normal is a

common trunk. Primary indicates that the trunk has
a backup for fault tolerance. Backup indicates that it

is the backup trunk (when failure occurs on the
primary trunk).

Primary Trunk to be
Backup

The trunk that is used as a primary trunk. A backup
trunk exists for fault tolerance purposes in the event

of a trunk failure.

Backup on Trunk Failure

DisplayEabledto indicate that the primary trun
will be backed up automatically upon failure.
Disabledspecifies that the trunk backup option w
not be used.

Switch Initiating the Call
Setup

(Backup Trunks only) The name of the switch th
performs the call setup for the trunk.

At

Call setup retry Interval
(sec)

Defines the lapse of time between each retry duting

a given Retry Cycle. The default is 15 seconds.
For example, if your system performs five retries

for each retry cycle and the wait between each retry
cycle is 10 minutes, you may want to perform egch

retry at each 2-minute interval. Therefore, the Call

Setup Retry Interval would be set at 120 second

S.

No. of retries/setup cycle

The number of retries that the system perform
during a retry cycle. The default is 20 retries.

S

Retry cycle Interval (min).

The lapse of time between retry cycles (in minu
The default is 10 minutes.

tes).
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Table 2-1.  Show All Trunks Fields (Continued)

Field

Action/Description

Trunk failure thresh. (sec)

The default value for this field is 5 seconds. If
primary trunk remains down for a period of time
greater than this threshold, and the value for the
Backup on Trunk Failure field is setEmabledthe
switch enters into a call setup retry cycle to enal
the backup trunk(s).

the

e

Trunk restoration thresh.
(sec)

The default value for this field is 15 seconds. Th
purpose for this field is to avoid unnecessary los
in service that result if restoration is attempted o
primary trunk that is cycling between the up and
down states. A primary trunk is only considered
available for restoration by the switch if it remain
in the link-up state for a minimum amount of tim¢
as defined by this threshold.

1%

Ses
na

[72]

A1

Switch Name

Displays the name of the Cascade switch on ei
side of the trunk line.

ther

LPort Name

Displays the name of the logical port for each s
of the trunk.

de

LPort Type

Displays the configured type of the selected log
port.

cal

Slot ID

Indicates the physical slot number where the I/Q
module which contains the selected port is instal

led.

PPort ID

Displays the ID number of the physical port for
which the selected logical port is configured.
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Reviewing the Status of Circuits

The Show All Circuits function displays the current configuration, status, and routi
information for all circuits defined in the network map.

To display the circuit status information, complete the following steps:

1.

From the Monitor menu, select Cascade Objec&how Circuits, then select one
of the following options:

All on Map — Displays a list of all the circuits configured for the current map.
Choose the circuit for which you want to display status information.

All on Switch — Select a switch on the current map, then use this option to
display a list of all the circuits configured for this switch. Choose the circuit for
which you want to display status information.

All by Name — Use this option to enter a specific circuit name for which you
want to display status information. You can use any of the following wildcard
characters to find a specific circuit name:

« Use an * to match any number of characters
e Use a ? to match a single character

« To match the * character, type \

e To match the ? character, type \?

« To match the \ character, type \\

Using only the * character can result in a lengthy search.

Circuit names are case-sensitive.

All on Switch and by Name— Select a switch on the current map, then use thi
option to enter the name of a specific circuit in the switch for which you want t
display status information. You can also use the wildcard characters noted unc
the All by Name field.

After you select an option, the Show All PVCs on Map dialog box appears as
shown inFigure 2-2
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.:.| CazcadeView - Show ALL PYCs On Hap
—Defined Circuit Name: - IS

= I
t,14,4-1.14,4 | CIR{Kbps}: | 128,0 [128,0 Rate Enf Schenme: | Slide ISlldE
t.,14,5-t,14,6

t.14.7-t.4.7 BCikbits?: W Im Telta BC {bits}: WIW
t.14.8-t.3.1

,3,10-L,3,10 BE{Kbits): | 0,0 0,0 Delta BE {bits}: | 4000 |54000

t.3,2-L,3.1
t.3.3-L.3.3
t.3.4-L,3.4
+.3,6-L,3.5

£,3,6-L,3.6 Sraper 15; I Circuit Priority {Fud/Revdt [1 1
t.3.7-L.5.7
t,3,8-L,3,8 fdmin Status: Iup Reroute Balance: Enabled
,3,9-L,3,3
t.0d-L54 Oper Status: Iactwa WPH Name: public
t.9.4-4.9.3
tian,1,3-t,6.6 Backed-Up: INu Frivate Met Overflowt Fublic
Search by Names L |

Is Template: INu Customer Hame? public

:

rLogical Port: —Loaical Port:
Forward o Class: VER Non-Real Tine
Suitch Nanet | Tokye Suitch Nanes Iﬂtlanta
Reverse oS Class: VER Non-Real Tine
LPart. Hane It.B.?.Fr.um.dce LPort Hae: IR.E.l.Fr.um.ch
Bandwidth Prioritys 0
LPart. Tupe: Frame RelaytUNT DCE LPort Tups: Frame Relay:UNI DCE
Bunping Priority: 0
Slot, TN Is Slot 10 Is pina 4
PRort. 1T |7 PRort 1D |1
DLET Nunber: |35 DLET Munber Iza ® ¢
PVC Loopback Status: none none
Fail Reason at endpoint 13 Fail Reason at endpoint 2; Red Frane Percent (Fud/Rew:| 100 0
E g Zero CIR Enabled ¢Fuwd/Revl: | OFf Off
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Switch 2% Tokyo

statistics | s Close

Figure 2-2. Show All PVCs on Map Dialog Box

configured in the NMS; whereas the Status, Path, and Fail Reasons are

> This dialog box displays the circuit names and circuit attributes as
extracted directly from the switch.

2. Select the name of the circuit for which you want to retrieve status information
You can use the Search by Name field to use wildcard characters.
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You can use th8tatisticscommand to display the summary statistics for the
selected circuit. For more information about summary statistics, refer to
“Trunk and Circuit Statistics” on page 8-1

You can use th©OScommand to display the quality of service/class of
service statistics for the selected circuit. For more information about these
statistics, refer t&€hapter 8, “Trunk and Circuit Statistics”

TheFail Reason at endpoint field displays the reason a selected circuit
failed (if any) for a given endpoint.

TheFail Reason at endpoint Zield displays the reason a selected circuit
failed (if any) for a given endpoint.

When you finish reviewing status information, choose Close to exit the dialc
box and return to the network map.

Table 2-2briefly describes all the possible fields that may appear on the Show All
PVCs dialog box:

Table 2-2. Show All PVCs Fields

Field Action/Description

Defined Circuit Name Displays a listing of the circuits configured in the
network.

Search by Name You can use a wildcard search to find a specific
circuit name.
Use an * to match any number of characters
Use a ? to match a single character
To match the * character, type \
To match the ? character, type \?
To match the \ character, type \\

Logical Port Fields

Switch Name Displays the name of the switch at each endpoint of
the circuit.

LPort Name Displays the name of the logical port at each
endpoint of the circuit.
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Table 2-2.  Show All PVCs Fields (Continued)

Field

Action/Description

LPort Type

Displays the configured type of the selected log
port.

cal

Slot ID Indicates the physical slot number where the 1/Q
module that contains the selected port is installed.
PPort ID Displays the ID number of the physical port for

which the selected logical port is configured.

VPI# (ATM only)

Displays a number between 0 and 15 to identify
4-bit virtual path for the ATM logical port. A virtual
path is a group of virtual channels carried betwe
two points. VPIs provide a way to bundle traffic
headed in the same direction. The number that t
system displays for this field is equivalent to the
VPI value in the ATM cell header and is used to
route cell traffic.

the

en

VCI# (ATM only)

A virtual channel is a connection between two
communicating ATM entities. It may consist of a
group of several ATM links, CPE to central office
switch, switch to switch, and switch to user
equipment. All communications proceed along tf
same VC, which preserves call sequence and
provides a certain quality of service. The nhumbe
that the system displays for this field is equivaler
to the VCI value in the ATM cell header.

If this is a logical port on a frame-based 1/0O modu
the value should be a number from 32 to 63.

If this is a logical port on an ATM-based 1/0
module (such as the ATM DS3 module), the valu
should be a number from 32 to 255.

s

r
It

le,
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Table 2-2.  Show All PVCs Fields (Continued)

Field Action/Description
DLCI Number Frame Displays theDataLink Connectio Identifier
Relay only) number onfigured for the circdiendpoint Refe to

theNetwork Configuration Guide for
B-STDX/STDXor acomplete description ofthis
field and its use

Circuit Attribute Fields

Admin Status Displays avalue of Up or Downto indicate the
administraitve setting of the circuit.

OperStatus The gperational status of the PVC. There averf
possible values:

Active— Indicates that the PVC is operatinal
between thewo endmints.

Inactive — Indicates that th€V C is not operatnal
between thewo endmints.

Invalid — Indicates thathe PVC corfiguration isnot
contained witin the callirg node.

Unknown- Indicates that the callingodedid not
respom to the NMS regest for the status of this
PVC.

Backed Up SpecfiesYes or No. Yes indicateshet there is a
reduncant PVC forthis PVC. Noindicatesthereis
no redundant PVC.

Is Template DisplaysYes if this circut comection was defined
as a tempdte. Displays Noif this connection is not a
template.

Circuit Priority Displays thevalue usedo contol the piority of

green frames &veling over the circuit Thehighest
priority is 1 and thedwest piority is 3.
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Table 2-2.  Show All PVCs Fields (Continued)

Field

Action/Description

Reroute Balance

Whdbnabled(the default), switch tuning
parameters take effect. When disabled, switch
tuning parameters are ignored for the circuit.

VPN Name

Displays a virtual private network name. Refer tp

“VPN Overview” on page 2-3for more
information.

Private Net Overflow

Displays Public if the customer is allowed to usg a

public trunk in the event of overflow or trunk
failure. Displays Restrict if the customer is
restricted to only other private trunks during

overflow or trunk failure. For more details, refer tp

“Private Net Overflow” on page 2-33

Customer Name

The name of the customer assigned to the VPN.

Forward QoS Class

The Quality of Service class for forward traffic.
Cascade currently supports only i8R non-real
time Class of Service value for non-real time
applications. This option enables the circuit to
transfer large amounts of data over a long periog
time using a pre-established ATM connection. ClI
of service values enable you to prioritize circuit
traffic.

] of
ASS

Reverse QoS Class

The Quality of Service class for reverse traffic
Cascade currently supports only ¥iBR non-real
time Class of Service value for non-real time
applications. This option enables the circuit to
transfer large amounts of data over a long periog
time using a pre-established ATM connection. CI
of service values enable you to prioritize circuit
traffic.

1 of
1SS
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Table 2-2. Show All PVCs Fields (Continued)

Field Action/Description

Bumping Priority A number from 0 though7 where0 is the déault
and indicate that the circuit will not be bumped.

The combination of the value of the banlwidth
priority ard the bumpingpriority indicates the
importanceor priority, of the circuit Lower values,
specifyahigher priority, therefore, 1 is thighest
bumping priority and 7 is théowest. Thisvalue
determines the circuit that s allowed tousea low-
cost trurk when two circuits atterpt to use the
trunk at the same time anaJe the same baiwidth
priority. The purpose of théeld is to prioritize
which circuit will use the trurk with the least cost.

Refer to theNetwork Cofiguration Guide for
B-STDX/STRX for acomplete dscription of Circuit
Priority Routirg.

Bandwdth Priority A value fran 0 throudn 3where 0 isthe default and
indicates the highest prioyitThe cwmbination of
theBumping Fiority and theBandwdth Priority
values enablthe system tprioritize the aicuit that
can usehepat with the bwest cost. Itwo circuits
have the same bandwih priority, the system
checks tle value of thebumping prority.

If you b notoverride the defalts (a bandwidt
priority of O and abumping priority of 0), all
circuits are diined at the highespriority (0,0). A
network of circuits that are alldefined with a0,0
routing priority operatesss thowgh al circuits are
given thesame piiority.

Refer to theNetwork Coffiguration Guide for
B-STDX/STX for acomplete @scription of Circuit
Priority Routirg.
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Table 2-2.  Show All PVCs Fields (Continued)

Field Action/Description

PVC Loopback Status The loophadk staus of each endpnt. Possible
settings aré&lore, Local,Remote or Both. Referto
Chapter 4“L oopbacks.

Red Frame Percent The percentagefaed frames that were discarded
(when graceful discat is not setd on). The déault
value for hisfield is 100% when gieful discard is
setbon.

Gracetll Discard Indicates bw “red” padkets aréhandled on the
selectal circuit, either fowarded (Or) or discardel
(Off). Red packets are designatedas the bis that ae
recaeved during the auwent ime intewal, including
the current frame thabe&eedsExcess Burst Size

(Be).

Fail Reason Displays the reason codler a ércuit with an
Inacive Operational status. Séable 2-3 for
details.

Actual CircuitPath Displays the actualpath that OSP selected fothis
circuit.

Defined Circuit Path Displays a predefined peth (if a path was specified

at thetime of circuit onfiguration).

Rate Ef Scheme Displayssimpleor jump. Sinple indicates tine (Tc)
as measured iperiodic intevals. The corfigurable
rate eforcement schem@rovides morel&xibility,
increasd rate enforcement accucg, and impoved
switch performance. Refer b the Network
Configuration Guide for B-STDX/STR for more
information.
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Table 2-2.  Show All PVCs Fields (Continued)

Field Action/Description

Delta BC (bits) This value indicates the maximum number of bits
the network agrees to transfer over the circuit (as
committed bits) during the measurement interva
provided there is positive committed bit (Bc) credjts
before receiving the frame, but negative Bc credits
after accepting the frame.

Set the number of Delta Bc bits for this circuit
between 0 - 53535. The default is 53535.

Delta BE (bits) The maximum number of bits the network agregs to
transfer over the circuit (as committed bits) during
the measurement interval provided there is positive
committed bit (Be) credits before receiving the
frame, but negative Be credits after accepting th
frame.

D

Set the number of Delta Be bits for this circuit
between 0 - 53535. The default is 53535.

Frame Relay Only Fields The following three fields appear when at least gne
endpoint of the circuit is defined as Frame Relay
(either FR to FR or FR to ATM). The Display
Circuit information is for both directions: LPort1 to
LPort2 (- ) and LPort2 to LPortl( ).

Committed Information Displays the configured CIR rate, in Kbps, at which
Rate (Kbps) the network transfers information under normal

operating conditions for the selected circuit. The
rate is averaged over a minimum increment of T

\4

Committed Burst Size (Bc) Displays the maximum amount of bits during time
(Kbits) interval T that the network agrees to accept under
normal conditions. Bc is defined for each circuit.
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Table 2-2.  Show All PVCs Fields (Continued)

Field

Action/Description

Excess Burst Size (Be)
(Kbits)

Displays the maximum number of uncommitted b
during time interval T that the network agrees to
accept above the committed burst size, Bc. The

network considers this data eligible for discard by

the network if you do not enable the Graceful
Discard option.

Translation Option

Displays the translation method used for an AT

its

M

protocol (1490 or 1483), where the logical ports are

defined as ATM UNI DCE/DTE. This field only
appears if one endpoint of the circuit is configure
as an ATM logical port and the other endpoint is
Frame Relay.

Zero CIR Enabled

This value can be set to On or Off. If set to On,
value indicates that the PVC has an assigned CI
value of zero and is a best effort delivery service
Customers who subscribe to zero CIR service a
allowed to burst to the port speed if there is netw:
bandwidth available to deliver frames. However,
guarantees are made to deliver frames. All framg
entering the network on a zero CIR PVC have D
set to one.

this
R

e
ork

£S
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Table 2-2. Show All PVCs Fields (Continued)

Field Action/Description
ATM Only The following fourfields appear when at least one
endmint of the circuit is cofigured as anPATM
logical port.
Sustahable Cell Rate Displays the Sustainable Cell RaBCR). SCR is
(SCR) theaveragecell transmission rate, measured in

cells-pe-second SCR isusually some fractioof
the PCR anl its value must be greateranor equal
to 1/64 of the PCR.

Note: Cells ae ransmittel at the pak cellrate
only if there are available “credts’. One creditis
consumed for each cell transmitted If all the credits
are wsed up,thetransmission rateis lowered tothe
CR. Qedits ae accumulaed ony if there is not
traffic. MBS governs he maximum aount of
credits. If taffic remairs constant, no aredits are
accumulated and the SCR becomesé cell
transmissia rate.

Peak Cell Rate (PCR) Pe& Cell Rate(PCR)is the maximumtransmission
rate at whib cells are transmitted for a selected
PCR queue. It dies the shortest tieperiod
between cellsYou can cofigure up to 8 PCR
Queues, with tafirst 4queues beig the high
priority queues ard the remaining queuesbeing the
lower priority queues. Theigh griority queues are
servedirst, andany remaimg bandwidth isisedto
serve the lower priority queues. For more
information doout how to corfigurethe Peak Cell
Rate refer to theNetwork Cofiguration Guide for
B-STDX/STDX
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Table 2-2.  Show All PVCs Fields (Continued)

Field Action/Description
Maximum Burst Size Displays the maximum number of cells that can pe
(MBS) transmitted at peak cell rate. The default value for

this field is 32 cells. The MBS value is specified |n
multiples of 32.
For example, if the system displays a value of 2, the
MBS is calculated2 X 32=64 The MBS equals 64
MBS determines the maximum number of cells that
an ATM DS3/E3 module can transmit at the peal
cell rate. Once the port delivers the maximum

number of cells, the transmission rate drops to the
sustainable cell rate.

OAM Alarms (ATM CS and| ChooseEnableto allow this circuit to generate
IWU modules only OAM alarms to indicate whether the circuit is up por
down. These alarms send a signal to the logical port
whenever the circuit goes down or comes back up.
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Table 2-3. Inactive Operational Status Codes

Fail Reason Description Solution
Circuit Admin Status is | Circuit acivity is Recaifigure te Cirait’s Admin
Down disablal; the Admin Status b Up.
Status is set to @vn.
Internal Eror: No VC A shortage d virtual Seriouserror! Report proble to the
Buffer at [nodg circuit buffers exists at CascaddechnicalResponse
the nale. Cente.
Not enough bardwidth Oneof the tunks nthe | Reconfigure the circuitto alower
on trurk at [node] circuit pathdoes not CIR or increase thelysical or
have enou) bandwidth | virtual bardwidth of the trunk that
to accomnodate the is caushg the shortge. You can
CIR of this circuit. aso adl more pardkl trunks. Refer

totheNetwork Corfiguration Guide
for B-STDX/STDX for more
information about éw to perform

these taks.
Destinatiomode is The destinatim node is | Troubleshoot a possible
unreatable at hode] not accessible fronhé comecivity problem wih the

higher numbered ruk. unreachableswitch.

Cascade circtisegment | Attempts to estaldh the | This problem may occumoa

call has timed out circuit (PVC) through defined path wiere the alernate
the netvork have failed | path opton is disabled.
and timed ait.

Intemal eror: Nocircuit | A shortage @ protocol Serious error! Repot this error to
PDU buffer at [nodq. buffers exsts. the Cascad&echnical Resptse
Cente.

OPTimum path fow is Data flow throughthe This condition should correct itself.
blocked at [node] Public Data Frame Relay If the problem persists, chefdr
nework is temporarily corgestion problems in the
blocked due @ the flow OPTimum path.

control mechanism
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Inactive Operational Status Codes (Continued)

Fail Reason

Description

Solution

UNI/NNI is down at
[node Lport]

The UNI or NNI is down
at the node/interface
number (ifnum). The
port is physically
connected, but the LMI
is down or the PPP Link
Protocol or physical port
is down.

Make sure the switch connects to
the user device. Display traffic in
and out of the port by generating
Summary Statistics. (Refer to
Chapter 6, “Logical and Physical
Port Statistics) Make sure that you
configure the LMI properly and/or
troubleshoot the LMI problem.

PVC Segments are not
ready to receive beyond
[Lport, nodq.

(NNI specific problem.)
The PVC segment(s)
beyond this logical port
sent a flow block stating
that it cannot receive
data.

A trunk line in the path of the circui
may be down. Check the status of
all PVC segments in the network

beyond the logical port noted in the

Fail Reason.

t

Warning: Defined Path ig
not available. The
alternate path is in use.
PVC Segments are
inactive beyondL[Port,
nodg.

The caller node cannot
be reached through the
defined path. This
problem may be caused
by a connection failure.

Verify the integrity of the trunk that
is being used on the defined path f
this circuit. Once the defined path
re-established, the circuit will be
routed back to the defined path
within 20 seconds of availability.
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Reviewing the Status of Multicast DLCIs

The Show All Multicast DLCIs function displays the list of Multicast DLCIs
configured in the network. A Multicast DLCI is a circuit configured to send a multipl
set of circuits on the same logical port. Using a single DLCI number, you can set U
member list of DLCIs. When the CPE sends traffic on the DLCI, the switch replicat
the frames and transmits over the member circuits.

To display all configured Multicast DLCIs, complete the following steps:

1. From the Monitor menu, select Cascade ObjectShow All Multicast DLCIs.
The Show All Multicast DLCIs dialog box appears as showfiguaire 2-3

l=l| CazcadeYiew —- Show ALl Multicast DLCI=

Defined Multicast DLCIs:

SwitchMames LPortMames MeastILCIs Hember DLCIs
FRAHEL 18

tstil uin2 20
7}
i Admin Statusz: IUp

Close |

4

Figure 2-3. Show All Multicast DLCIs Dialog Box
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When you finish reviewing the status information, choose Close to return to the
network map.Table 2-4describes the Show All Multicast DLCIs dialog box fields.

Table 2-4.  Show All Multicast DLCIs Fields

Field Action/Description

Switch Names Displays the name of the switch for which the Multicast
DLCl is configured.

LPort Names Displays the name of the logical port for which the DLCI
is configured.

Mcast DLCIs Displays the number that uniquely identifies the Mulitdast
DLCI configured for this switch.

Member DLCIs | Displays a DLCI for each member of the DLCI Multicast
group.

Admin Status Displays whether the Multicast DLCI is administratively
up ordown.
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Reviewing the Status of Management DLCIs

The Stow All Management DLCIs funath displays he status ball Managemat
DLCls corfigured on thenetwork. A ManagemenDLCI provides connedvity from
the NMS to the Cascadeetwork, as well as a mettoof monitoring and contolling
the network without the use of Ethernet. This methoonnecs a circuit though a
router b the Cascade ngork. For more information lBout how to corfigure a
ManagemenbDLCl, refer to tle Network Cofiguration Guide for B-STDX/STD

To displa all corfigured Management DLCIscomplete the fotiwing steps:

1. From the Monibr menu, select Cascade Objs€t Show All Management
DLCIs. The Sbw All Management DLCIs dialog box appedrsgure 2-3.

A| CascadeView - Show All Management DLCIs

Defined Management Connection Mame:

Switch Mame: I directO1

Slot ID: I 1 PPort 1D I 1

LPort Mame: Inewport

LPart Type: IFrame Relay:UNI DCE

Admin Statusy I Up

Oper Status: I

DLCT Mumber: I 21

Fail Reazon:

N I

Close |

Figure 2-4.  Show All Management DLCIs Dialog Box
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2. When you finish reviewing the status information, choose Close to return to th

network map.

Table 2-5describes the Show All Management DLCIs dialog box fields:
Table 2-5.  Show All Management DLCIs Fields

Field

Action/Description

Defined Management
Connection Name

Displays the name configured for the Managemer
DLCI.

—

DLCI. Possible values includéctive, Inactive,
Unknown, Invalid.

Switch Name Displays the name of the switch for which you
configured the Management DLCI.

Slot ID Indicates the physical slot number where the 1/0
module that contains the selected port is installed

PPort ID Displays the ID number of the physical port for
which the selected logical port is configured.

LPort Name Displays the name of the logical port on the swit¢h.

LPort Type Displays the type of port configured for this logical
port.

DLCI Number Displays the number that uniquely identifies this
Management DLCI configuration.

Admin Status Displays a value @p or Downto indicate whether
the Management DLCI configuration is
administrativelyJp or Down.

Oper Status Displays the operational status of the Management

Fail Reason

Displays a reason code if the Operator Status is
Inactive.
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Reviewing the Status of Management VPI/VCls

The Show All Management VPI/VCls function displays the status of all ATM
Network Interworking connections. This type of connection enables an ATM
broadband circuit to interconnect two Frame Relay networks. Each connection list
on this dialog box has an associated Virtual Path ID (VPI) and also a Virtual Chan
ID (VCI).

To display all configured Management VPI/VCIs, complete the following steps:

1. From the Monitor menu, select Cascade ObjecShow All Management
VPI/VCls. The Show All Management VPI/VCls dialog box appears, displaying
list of all ATM Network Interworking connections.

A| CascadeView - Show Al Management WPIACIs

Defined Management Connection Mame:

L

.

Switch Mame: I

Slot ID: I PPort ID: I

LPort Mames

LPort Type:

Admin Statusy I

Oper Status:

WPT: I VLI I

Fail Reazon:

N I

Close |

Figure 2-5. Show All Management VPI/VCls Dialog Box
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2. Select a defined management connection name for the retrieval of configuratic
information.

3. When you finish reviewing the information, choose Close.
Table 2-6describes the Show All Management VPI/VCls dialog box fields.

Table 2-6.  Show All Management VPI/VCls Fields

Field Action/Description

Defined Management | Displays the name configured for the connection.
Connection Name

Switch Name Displays the name of the switch associated with this
connection.

Slot ID Indicates the physical slot number where the 1/0
module that contains the selected port is installed

PPort ID Displays the ID number of the physical port for
which the selected logical port is configured.

LPort Name Displays the name of the logical port for this
connection.

LPort Type Displays the type of port configured for this logical
port.

VPI Displays a number between 0 and 15 to identify the

4-bit virtual path for the ATM logical port. A virtual
path is a group of virtual channels carried between
two points. VPIs provide a way to bundle traffic
headed in the same direction. The number that the
system displays for this field is equivalent to the VPI
value in the ATM cell header and is used to route cell
traffic.
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Table 2-6.  Show All Management VPI/VCIs Fields (Continued)

Field Action/Description

VCI Identifies the virtual channel. A virtual channel is a
connection between two communicating ATM
entities. It may consist of a group of several ATM
links, CPE to central office switch, switch to switch
and switch to user equipment. All communications
proceed along this same VC, which preserves cal|
sequence and provides a certain quality of service.
The number that the system displays for this field|is
equivalent to the VCI value in the ATM cell headet.

» Ifthis is a logical port on a frame-based I/O
module, the value should be a number from 32 to
63.

e Ifthisis a logical port on an ATM-based 1/0O
module (such as the ATM DS3 module), the
value should be a number from 32 to 255.

Note: The VPI and VCI are used only for
establishing connections between two ATM entities,
not the end-to-end connection.

Admin Status Displays a value 0p or Downto indicate whether
the configuration is administrativelyp or Down.

Oper Status Displays the operational status of the Management
connection. Possible values includetive, Inactive,
Unknown, Invalid.

Fail Reason Displays a reason code if the Operator Status is
Inactive.
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Reviewing the Status of SMDS Man agement
Addresses

The Stow All Management Addressesrfction displays e SMDS h-Band
Management Aldres comections that arelefined for a switch network. An SMDS
In-Band ManagemenhAddres allows the NMS b connect remotsjf to the Cascade
network using SMDS servicego transpot the SNMP/UDP/IP protocol p&ets For
more hformation douthow to awnfigure an SMIE Managemat Address, refeto the
Network Cafiguration Guide for B-STDX/STIX.

To display all corfigured SMDS Management Aldresses, completbé following
steps:

1. From the Monibr menu, select Cascade Objs€t Show All Management
Addresses. fie Stow All SMDS Management Address dialogxoapears as
shownin Figure 2-6.

A| CascadeView - Show A1l SMDS Management Address

Metuork Mask: | 153,11,0,0

Addres= Significance: ILocal

Management. Switch Slot PPort LPort
Address 10 10 10 Interface

=

Switch Mame:

LPort Mames

LPort Type:

Service Mamey I
Group Addr: I

LPort IP Hddr:l

Close |

Figure 2-6.  Show All SMD S Management Add ess Dialog Box
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Table 2-7.  Show All SMDS Management Addresses Fields

Field

Action/Description

Network Mask

Displays the Internet switch IP Network Number that

was specified at the time of installation.

Address Significance

Displays a default of Local.

Management Address

The In-band Management Address for this
connection. If the LPort Type is SSI, the system

displays the management address. If the LPort Type

is DXI/SNI, the system displays the Individual
Address to which the logical port subscribes.

LPort Interface

Displays the logical port interface number.

Switch Name

ort

Switch ID Displays the switch ID associated with this
connection.

Slot ID Indicates the back panel physical slot number where
the I/0O module that contains the selected logical g
is installed.

PPort ID Displays the port number.

Displays the name of the switch associated with this

connection.

LPort Name

Displays the name of the Lport associated with thi

connection.

Service Name

Displays SMDS as the type of service.

LPort Type

Displays the type of logical port configuration.

Group Addr

S

If applicable, the group address to which the logical

port subscribes.

LPort IP Addr

The IP address of the selected logical port.
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Reviewing Customer/VPN Parameters

VPN Overview

Virtual PivateNetworks (VPNs)enale network providers to ave dedicatel network
resources for those costers who regire guaranteegerformance, reliaility, and
privacy. Whenyou ald a trunk,you can dedicateunksto spedic customers and, if
desired, albw customersa monitor theirown netvorks. However, control and
corfiguration of the switches stays withoy as he netvork provider.

A VPN provides a dedicated bandwidtio the netvork cusbmer; towever, the
managemenof the neivork is doneby the provider.

> To give a customer the ability to monitor network resources without the
ability to provision, edit either the .cshrc or the .profile file for an NMS user
and add the following lines:

OVwRedir=/opt/CascadeView/registration
export OVwRegDir

This line disables the Administer menu and all its provisioning functions;
the NMS user only sees the Monitor menu functions.

Private Net Overfl ow

The Prvate Net Overflow parameters determire whether cicuits originating from an
logical port will be restricted to trurks of their own VPN or use public (shered) trunks
during overflow conditions. You coriigure the Pivate Net Qerflow parameters when
you ald a trunk (refer to thletwork Cofiguration Guide for B-STDXSTDX).You
canset the Pivate Net Overflow parametersto two mocks:

Pulic (default)— Trunks are ddicated to lhe aistome, however, in the evert of
outages theustomers trdfic is allowed to runover common tunks ($aredby a
variety of differentcustomers).

Restrict— Trunks are dedicated toelbustome, ard the wstomer's trdfic is
restrictal to the® trunks ony. A customer using this mode must purchase
redundancy trunks b beusel in theevent of outages or other tiunk failures.
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Monitoring Customer/VPN Parameters
You can use either one of the following functions to monitor VPN information:

* Show All Customers. For more information about this function refer to
“Monitoring VPN Networks” on page 2-36

* Show All Virtual Private Networks. For more information about this function,
refer to“Monitoring VPN Customers” on page 2-38

You can also use the VPN/Customer View function to monitor logical ports, PVCs,
trunks for a specific VPN or customer. The following section describes this functiol

Using the VPN/Customer View Function

When you need to monitor logical ports, PVCs, or trunks for a specific VPN or
customer, use the Select Customer/VPN function. This function allows you to first
select a VPN or customer name. Then, when you monitor these objects, the dialog
only displays the information for the VPN or customer name you select.

For example, if you select a VPN name, the Show All PVCs dialog box only displa
the PVCs configured for the VPN name you select; same for Show All logical port:
and Show All Trunks dialog boxes.
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To use VPN/Customer view:

1. From the Administer menu, select Cascade Object:Select Customer/VPN. The
following dialog box appears.

—| CascadeView: Select Customers/Virtual Private Network Wiew

Current Selection: | Hone =1 I

custoner—100 100
custoner—17 17
customer-18 18
customer—-19 13

Yph200

Ok | LCancel |

Figure 2-7. Select Customer/Virtual Private Network Dialog Box
2. Use the Current Selection button to select either Customer or VPN.

3. Depending on the option you select, review either the Selected Customer Nam
Selected VPN Name list.

4. Select the Customer or VPN name.

5. Choose OK.
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Monitoring VPN Networks

You can use the Show All Customer/VPN function to display all customers who ar
using a virtual private network and also to display all virtual private networks defin
on a map.

To display all customers who have a VPN:

1. Select Show All Customer/VPN ... _ Show All Customers from the Monitor
menu. The dialog box appears as showrigure 2-8

I='| Cazcadeview — Show ALl Customers

Hame ]

WPN Name: I cust_1

VRN 11 |1

Phonet | G0BEAIZE00

Contact:

Comments:

Close |

Figure 2-8. Show All Customers Dialog Box

2. From the list at the top of the dialog box, select the Customer Naivle.2-8
describes each of the fields on the Show All Customers dialog box.

3. Choose Close to return to the network map.
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Table 2-8.  Show All Customers Fields

Field Action/Description

Name Displays the name of the customer using the VPN.

ID Displays the ID associated with each customer.

VPN Name Displays the name of the virtual private network
(VPN) assigned to this customer.

VPN ID Displays the ID of the VPN assigned to this
customer.

Phone # Displays the phone number of the contact person at

the customer site.

Contact Displays the name of the contact person at the
customer site.

Comments Displays any applicable comments.
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Monitoring VPN Customers

You can use the Show All VPN function to display all virtual private networks define
on a map.

To display all virtual private networks:

1. Select Show All Customer/VPN ... _ Show All Virtual Private Network from the
Monitor menu. The Show All Virtual Private Networks dialog box shown in
Figure 2-9appears.

==| CazcadeYiew - Show ALl Yirtual Private Networks

Hame: 1

cust_2 2
cust_3 3

Comments s E

Close |

Figure 2-9. Show All Virtual Private Networks Dialog Box

2. From the list at the top of the dialog box, select the VPN ndialele 2-9
describes each of the fields on the Show All Virtual Private Networks dialog bo

3. Choose Close to return to the network map.
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Table 2-9.  Show All Virtual Private Networks Fields

Field Action/Description
Name Displays the name of the virtual private network
(VPN).
ID Displays the ID associated with each VPN.
Comments Displays any applicable comments.
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Reviewing the Status of SMDS Routes

The Show All SMDS Routes function displays all of the destination switches and
whether or not a route is defined and the hop count for each route.

To display all SMDS routes:

1. From the Monitor menu, select Cascade ObjecShow Smds Routes.... The
Show Smds Routes dialog bdxidqure 2-10 appears, displaying a list of
destination switch names along with a hop count if a route is defined.

==| CazcadeYiew - Show Smdz Routes

Switch Mame: I Newport. Switch IDg I 1.6

Destination Switch Mame HopCount Routes
Atlanta Ho | 3
Chicago Mo
London Mo
Port.land Mo
Tokyo Mo
tianjin Mo

EL

Refresh | Cancel

Figure 2-10. Show SMDS Routes Dialog Box
2. Choose Refresh to update the display.

3. Choose Cancel when you finish reviewing the information.
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Table 2-10describes the Show SMDS Routes dialog box fields.
Table 2-10. Show SMDS Routes Fields

Field Action/Description
Switch Name Displays the name of the currently selected
switch.
Switch ID Displays the ID for the selected switch.

Destination Switch Name  Displays the name of a destination switch.

HopCount Displays the hop count for an SMDS route.

Routes Displays eithéfesor No to indicate if an
SMDS route is defined.
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Running Diagnostics

This chapter describes how to obtain node-level diagnostic information for a selec
switch, as well as how to obtain Physical or Logical port-level diagnostic informatio
CascadeView/UX provides two different types of diagnostic programs:

Background Diagnostics— Background diagnostic programs constantly run in
the background to monitor the network switches for potential failures or problen
Background diagnostics execute automatically and do not interfere with switct
operations.

Foreground Diagnostics— Foreground diagnostic programs are user-initiated
tests that enable you to perform a variety of loopback tests to verify the integri
of the physical and logical ports.
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Background Diagnostics

The background diagnostics run continuously in background and provide a curren
status for all active switches. Background diagnostics are non-obtrusive, since the
switch is completely functional while they run.

What Problems Can Background Diagnostics Detect?

The Background Diagnostics can alert you to the following types of problems on &
active switch:

» Corruption of different data structures

e Corruption of code space

» Corruption of registers

The Background Diagnostics provide real-time status information, categorized by

Fatal and Non-Fatal errors.

Fatal errors — Includes those conditions that cause the switch to fail and rebo
and may also include user-initiated outages, such as a requested reboat,
synchronization, or software download. Fatal errors that are not user-initiated
should be documented and reported to the Technical Response Center by cal
one of the following numbers:

In the United States and Canada
1-800-DIAL-WAN (1-800-342-5296)

Outside the U.S., Canada, and the United Kingdom
1-978-952-7299

In the United Kingdom
0-800-96-2229

> You cannot resolve most fatal errors using the instructions in this
manual. Report any fatal error (with the exception of Error Number 136)
to the Technical Response Center.
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Non-Fatal errors — Includes those conditions whereby system resources are
strained by some event, either internally or externally. Non-Fatal errors are als
reported to the NMS via traps alarms that you can view through the Events
Browser. Refer t&Chapter 10, “Trap Alarm Condition$dr more information
about trap alarms.

Use the Background Diagnostics dialog box to display the Background Diagnostic
information. The following section describes how to access the Background
Diagnostics dialog box.

Accessing the Background Diagnostics Dialog Box
To access Background Diagnostics:
For an STDX 3000/6000

1. Onthe network map, select the switch icon for which you want to view diagnos
information.

2. From the Diagnose menu, select Cascade Objects: Background Diagnostics.
Background Diagnostics dialog box showrfigure 3-2appears.

For a B-STDX 8000/9000

1. Onthe network map, select the switch icon for which you want to view diagnos
information. From the Administer menu, select Cascade Parametes
Parameters. The Switch Back Panel dialog box appears. (Réfguie 1-6 on
page 1-1Zor an illustration of the Switch Back Panel dialog box.)

2. Select the I/O module, port, or control processor card for which you want to
obtain background diagnostic information.

3. Choose Diagnose. The Select Card Diagnostic dialog box shoviguire 3-1
appears.

Diagnostic and Troubleshooting Guide for B-STDX/STDX




Background Diagnostics A
ASCEND

A| CascadeMiew: Select Card Diagnostics |

Select Card:

w1

Select Diagnoztics Type:
4 Background

+ Foreground

0Ok | Cancel |

Figure 3-1. Select Card Diagnostic Dialog Box
4. Select either the Active or Standby card.

5. Select Background Diagnostics as the Diagnostics Type. The Background
Diagnostics dialog box shown kigure 3-2appears.

==| CascadeView; Background Diagnostics
Switch Mame; ITUKUU Slot IDg |10 tactivel System Uptime: | 0 days 04350;50
Fatal Error:
Sy=tem Uptime Diagnostics Source Error Mumber # of rebootz Crash Address
16 days 03113110 System level 129.0 150 9003bE2ESE
llarm Boot

Hon-Fatal Error:

System Uptime Diagnostics Source Error NHumber

0 days 00:00:00 0.0 ﬂ

Mo, of Testsi T0414 Remaining Memory (buteslt | 9926864

Fazs Count: 0414

11

Fail Count:

Clear Background | Update | Close |

Figure 3-2. The CascadeView: Background Diagnostics Dialog Box
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The Background Diagnostics dialog box displays both fatal and non-fatal @efoles.
3-1 describes the Background Diagnostics dialog box fields.

Table 3-1.  Background Diagnostics Fields

Field Action/Description

Switch Name Displays the name of the switch for which you are
viewing the diagnostic information.

Slot ID Displays the I/O module slot ID and specifies whether
the diagnostics are for the active or standby card.

System Uptime Displays the amount of time, since the last reboot| that
the switch has been active.

No. of Tests Displays the number of tests that have occurred on the
selected switch.

Pass Count Displays the number of background diagnostic tests
that have passed without error.

Fail Count Displays the number of tests that produced an error
condition. The failed diagnostic(s) is displayed in the
fatal or non-fatal area.

Remaining Memory Displays the amount of available heap memory on the
(bytes) selected card.
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Table 3-1.  Background Diagnostics Fields (Continued)

Field

Action/Description

Fatal Error

Displays the following information about those
conditions that cause the switch to fail and reboot.

System Uptime Displays the SysUpTime value at th
time that the error occurred.

Diagnostics Source Displays the source from which
CascadeView/UX collected the error condition.
Possible values include:

« System level (Packet Processor/Control Proces
* Redundancy Manager

« BD Heap (memory)

« Power-on diagnostics

» Background diagnostics
e Fault

Error Number- Displays the error number containin

the major and minor error codes, in the format of X|
(X being the major error number and Y is the minor

error number). For example, error number 129.0
would indicate a major error code of 129 and a min
error code of OTable 3-2lists and describes each of
the error codes.

# of Reboots Displays the number of times that thi
switch experienced a reboot condition since the lag
logged fatal error. If the value in this field is greater
than three, the information displayed in the
Background Diagnostics dialog box is outdated.

Crash Address Displays a crash address that the
Technical Response Center uses for debugging
purposes. If the background diagnostics indicate a
crash address, make a note of the address and co
the Technical Response Center.

e

Sor)

g
Y

or

1°2}

—

htact
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Table 3-1.  Background Diagnostics Fields (Continued)

Field

Action/Description

Non-Fatal Error

Displays the following information about those
conditions that strain system resources. This
information is the same as that described for a Fat
Error and includes the following:

System Uptime Displays the SysUpTime value at th
time that the error occurred.

Diagnostic Source Displays the source from which
CascadeView/UX collected the error condition.
Possible values include:

« System level (Packet Processor/Control Proces
* Redundancy Manager

« BD Heap (memory)

« Power-on diagnostics

« Background diagnostics

* Fault

Error Number- Displays the error number containin

the major and minor error codes, in the format of X.
(X being the major error number and Y is the minor

error number). For example, error number 144.0
would indicate a major error code of 144 and a min
error code of OTable 3-2lists and describes each of

=&

e

Sor)

or

the error codes.

6. Optionally, choose Clear Background to clear the information in the Backgroul
Diagnostics log. The system does not clear the screen after you choose the C
Background option. However, the next time that you display the Background
Diagnostics dialog box, a new set of Background Diagnostics displays. The Cl
Background option is useful if you want to monitor certain Non-Fatal errors to
verify whether or not the error is a persistent condition.

7. Choose Close to return to the network map.
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Reboots that Do Not Update the Background Diagnostics
Dialog Box

Although the# of Rebootgounter increments with each reboot, there are instances
where the hardware reboots or resets, but the information on this dialog is not updz
These instances include the following conditions:

* The switch is powered off and on.

e The hardware is reset. This could be a case where you have used the latch to
a B-STDX 8000/9000.

e The CP card continuously polls I/O cards for status. If a card does not respond,
CP resets this card.
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Summary of Error Codes

UseTable 3-2as an error code reference. In this table an asterisk (*) shown after tt
Major Error Number indicates that additional information about the error is include
in the 960 trace area. If any of these errors occur on your system, contact the Tech
Response Center at one of the following numbers:

In the United States and Canada
1-800-DIAL-WAN (1-800-342-5296) 0

Outside the U.S., Canada, and the United Kingdom
1-978-952-7299

In the United Kingdom
0-800-96-2229

> Table 3-2 also specifies those error numbers that indicate fatal error

conditions. If you see an error code that indicates a fatal error condition,
call the Technical Response Center. You cannot resolve fatal error
conditions by using the instructions in this manual.
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Summary of Error Codes

Major
Error

Minor
Error

Error
Type

Explanation

See
Explanation

Non-Fatal

Backgroum diagnostics stalled. The minor
errornumber is secads in this state. This
erroroccurswhen an I/O modleis not
defined in the contol processor (CP).

To resolve, corfigure tre 1/0 slotand
reinitialize the switch. Refepotthe
Network Cofiguration Guide for
B-STDX/STDXor moreinformationabout
how to perform these tasks.

See
Explanation

Non-Fatal

Link stall detectionTransmit ompletions
stalled. Tis error occurs whethe switch
canrot transmitaframe kecause there isno
clock present on theutbourd
interface. The major error number
indicates lhe slot numbe and the minor
error number indicates the @grt numbe.
To resolve, chedk thephysical port
corfiguration. Specify tte clock
corfiguration if there is m clock present.
Refer to theNetwork Configuration Guide
for B-STDX/STDX for more nformation
about low to perform these tasks.

3.2

Fatal

This error only occursroa CP card ah
indicates avarm boot. Although this is a
fatal message, no intervention is requied.

Fatal

Chain corrgtion in a menory block. This
is a fatal emor that you cannatesolve
without assistace Call theTednical
Respamse Cente
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Major
Error

Minor
Error

Error
Type

Explanation

Fatal

Fatal error. Call the Technical Respons¢
Center.

11

Fatal

The hardware has detected an error on
bus. Call the Technical Response Cente

17

See
Explanation

Non-Fatal

Received checksum errors over the bus
control data. Checksum errors are cell
level errors that test the software. The
minor error number indicates the total
number of errors. For example, an error
code of 17.205 indicates that the systenm
detected 205 checksum errors. It is
possible that the insertion of a card coul
cause this condition.

To resolve,monitor the problem to see if
this condition persists. If it does, contact
the Technical Response Center. The err
may need to be isolated in order to
determine if hardware replacement of
some component is necessary.

18

See
Explanation

Non-Fatal

Received parity errors on bus receive.
Parity errors are byte level errors that tes
the hardware. Theinor error number
indicates the total number of errors. For
example, an error code of 18.150 indicat
that the system detected 150 parity erro
To resolve monitor the problem to see if
this condition persists. If it does, contact
the Technical Response Center. The err
may need to be isolated in order to
determine if hardware replacement of
some component is necessary.

Y74
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ter.

Table 3-2.  Summary of Error Codes (Continued)
Major Minor Error
Error Error Type Explanation

20* 0 Fatal Interrupt vectors corrupted. Call the
Technical Response Center.

21* See Fatal 960 SRAM corrupted. Thminor error

Explanation number is the pointer to the bad SRAM

location. Call the Technical Response
Center.

22* 0 Fatal Fault table corrupted. Call the Technica
Response Center.

23 0 Fatal Interrupts disabled. Call the Technical
Response Center.

24 1 Fatal Processor kerrferce bad paritybit is on.
Call the Technical Response Center.

24 2 Fatal IOHorce bad paritybit is on. Call the
Technical Response Center.

25 0 Fatal OS counter/timer is disabled. Call the
Technical Response Center.

26* See Fatal Stack overflowed. Thainor error

Explanation number specifies the ID of the corrupted

stack. Call the Technical Response Cen
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Table 3-2.  Summary of Error Codes (Continued)

Major Minor Error
Error Error Type Explanation

27 1 Non-Fatal| Bus transmits stalled — no transmits sent in
the last 90 seconds. This condition occufs
if the queue has not advanced over the last
90 seconds (therefore, no data was
transmitted in the last 90 seconds). This
condition can occur if the CP is pulled
from the system or if clocking on the bug
has stopped.
To resolve,use the foreground diagnostigs
to perform a loopback to determine the
cause of the problem. Refer@hapter 4,
“Loopbacks”for more information.

27 2 Non-Fatal| Bus transmits full — hardware owns all of
the bus transmit descriptors. This conditipn
occurs if the CP is pulled from the system
or if the hardware overflow queue fills ug
and is wrapped around. The yellow
indicator light for the card will be lit for 90
seconds and then the operational green
indicator light will be lit.

To resolve call the Technical Response
Center.

30* 2 Fatal Heap error — an invalid heap header
occurred when freeing a block of memory.
Call the Technical Response Center.

30* 3 Fatal Heap error — out of memory on allocat
Call the Technical Response Center.

D

30 4 Fatal Heap error — heap memory corrupted.
Call the Technical Response Center.

Diagnostic and Troubleshooting Guide for B-STDX/STDX




Summary of Error Codes A
ASCEND

Table 3-2.  Summary of Error Codes (Continued)

Major Minor Error
Error Error Type Explanation

31 1 Non-Fatal | PRAM initialized. This error is causey
resettng the PRAM.

To resolve, reg/nchronize the PRANN
thecard. Refer to the Network
Corfiguration Guide for B-STDX/STDX
for more infomation.

31 2 Non-Fatal | PRAM corupted — heade

To resolve, regynchronize the PRANN
thecard. Refer to the Network
Corfiguration Guide for B-STDX/STDX
for more infomation.

31 3 Non-Fatal | The PRAMis corrypted in bank O.

To resolve, reynchronize the PRANN
thecard. Refer to the Network
Corfiguration Guide for B-STDX/STDX
for more infomation.

31 4 Non-Fatal | The PRAMis corrypted in bank 1.

To resolve, regynchronize the PRANN
thecard. Refer to the Network
Corfiguration Guide for B-STDX/STDX
for more infomation.

31 5 Non-Fatal | The PRAMversion thatthiscard is wsing
is obsolete. The layout of the PRAISI
incompatible with thesoftware and the
switch.

To resolve, regynchronize the PRANO
thecard. Refer to the Network
Corfiguration Guide for B-STDX/STDX
for more information.
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Table 3-2. Summary of Error Codes (Continued)

Major Minor Error
Error Error Type Explanation

32 0 Fatal SRAM code space corrupted. Call the
Technical Response Center.

33 0 Fatal IRAM code space corrupted. Call the
Technical Response Center.

34* 0 Fatal 960 fault 0. Call the Technical Response
Center.

35* 0 Fatal 960 fault 1. Call the Technical Response
Center.

36* 0 Fatal 960 fault 2. Call the Technical Response
Center.

37* 0 Fatal 960 fault 3. Call the Technical Response
Center.

38* 0 Fatal 960 fault 4. Call the Technical Response
Center.

39* 0 Fatal 960 fault 5. Call the Technical Response
Center.

40* 0 Fatal 960 fault 6. Call the Technical Response
Center.

41* 0 Fatal 960 fault 7. Call the Technical Response
Center.

42* 0 Fatal 960 fault 8. Call the Technical Response
Center.

43* 0 Fatal 960 fault 9. Call the Technical Response
Center.

44* 0 Fatal 960 fault 10. Call the Technical Response
Center.
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Table 3-2.  Summary of Error Codes (Continued)

Major Minor Error
Error Error Type Explanation

45* 0 Fatal Bus Error (3000/6000). Call the Technidal
Response Center.

46 0 Fatal Parity Error — IRAM (3000/6000). Call
the Technical Response Center.

47 0 Fatal Parity Error — FMEM (3000/6000). Cal
the Technical Response Center.

48 0 Fatal FMEM self test failure. Call the Technicgl
Response Center.

49 0 Fatal Initialization Error — device tables
(3000/6000). Call the Technical Response
Center.

50 0 Fatal Initialization Error — bd out heap
(3000/6000). Call the Technical Response
Center.

51 0 Fatal Initialization Error — bd in heap
(3000/6000). Call the Technical Response
Center.

52 0 Fatal Initialization Error — bd initialization
(3000/6000). Call the Technical Response
Center.

55 0 Fatal Ethernet Driver Error. Call the Technical
Response Center.

56 0 Fatal Obsolete

57 0 Fatal Obsolete

58 0 Fatal Circular virtual circuit list on the rate
enforcement queue. Call the Technical
Response Center.
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Summary of Error Codes (Continued)

Major
Error

Minor
Error

Error
Type

Explanation

59

Fatal

Obsolete

128

Fatal

Cannot cownloadbus. Call theTechnical
Respase Cente

129

Fatal

Warm boot. Call th&echical Respnse
Cente.

130

Fatal

Cold hoot. Call theTechnical Response
Cente.

131

Fatal

Cannot download T1xlinx. Call the
Tedhnical Reponse Cente

132

Fatal

The passive side of aredundantcardpair is
shooting the active side. Call the Techical
Respase Cente

133

Non-Fatal

The PRAM isin conflict; PRAM is
corfigured for awthernode Ead node
has a unigelD. A cad that was
corfigured for one switcis now in usein
a different switch.

To resolve, reg/nchronize the PRANN
thecard. Refer to the Network
Corfiguration Guide for B-STDX/STDX
for more infomation.

134

Non-Fatal

The Admin Status of a card is seCiown.
A card thathasits Admin Statis sé to
Down is not an operational card.

To resolve, you can readvate the cardby
setting the Admin Statuseld to Up The
Admin Statis field canbe seton the
Modify Logical Portdialog box.

135

Non-Fatal

Unusd.
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Summary of Error Codes (Continued)

Major
Error

Minor
Error

Error
Type

Explanation

136

Fatal

NMS caused a redundant switchover. T|
is a normal procedure that the NMS call
for.

137

See
Explanation

Fatal

lllegal interrupt vector. This condition
could be caused by either a software or
hardware anomaly. Thainor error
number specifies the vector code. Call th
Technical Response Center.

138

Fatal

Proxy message from the wrong card. C
the Technical Response Center.

144

Non-Fatal

A standby card is using a different vers|
of the software. This error code indicate
that the software revisions on the standk
and active cards do not match. This is a
warning condition and will not cause an
interruption in service. However, if you
have to switch to the standby card, the
older software revision may not support
some features that you are using on the
active card.

To resolve update the standby card with
the new software at your earliest
convenience.

145

Fatal

IOP configured for MULTI. Call the
Technical Response Center.

146

Fatal

Card service change. Call the Technica
Response Center.

147

Fatal

Some 1/O to PRAM failed. Call the
Technical Response Center.
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Summary of Error Codes (Continued)

Table 3-2.

Major
Error

Minor
Error

Error
Type

Explanation

148

Fatal

One of the CPs in a redundant pair of CPs

is incapable of the requested admin
capability. Call the Technical Response
Center.

149

Non-Fatal

A standby CP card type is incapable of

a

requested admin capability. This error code
indicates that the standby CP type does hot

match the active CP type. This is a warni
condition and will not cause an
interruption in service. However, if you
have to switch to the standby CP type, tf
older version may not support some
features that you are using on the active
type.

To resolve replace the standby CP card
type so that it matches the active CP typ
at your earliest convenience.

149

Non-Fatal

A standby CP card type is incapable of

requested admin capability, however, the

system allowed the admin change to be
made. This is a warning condition and w
not cause an interrupt in service. Howev
if you have to switch to the standby CP
card type, the older version may not
support some features that you are usin
on the active card type.

To resolve replace the standby CP card
type so that it matches the active CP typ
at your earliest convenience.

ng

=

e

CP

a

er,
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Summary of Error Codes (Continued)

Table 3-2.

Major
Error

Minor
Error

Error
Type

Explanation

149

Non-Fatal

A standby CP card type is incapable of
requested admin capability or SNMP set
specified an invalid type. This condition i
a warning condition and will not cause a
interruption in service. However, if you
have to switch to the standby CP card tyj
the older version may not support some
features that you are using on the active
card type.

To resolve replace the standby CP card
type so that it matches the active CP typ
at your earliest convenience.

149

Non-Fatal

The active IOP card cannot perform a
requested operation capability. For
example, an SMDS request could have
been made for a card that is for Frame
Relay only.

To resolve replace the card with the

a

- 0

e,

correct card type.
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Summary of Error Codes (Continued)

Table 3-2.

Major
Error

Minor
Error

Error
Type

Explanation

149

Non-Fatal

The standby IOP card cannot perform
requested operation capability. For
example, an SMDS request could have
been made for a card that is for Frame
Relay only. This condition is a warning
condition and will not cause an
interruption in service. However, if you
have to switch to the standby IOP card, {
older version may not support some
features that you are using on the active
card.

To resolve replace the standby card with
the correct card type at your earliest
convenience.

150

Fatal

OSPF error — RTR Link State Address
(LSA) is too big. Call the Technical
Response Center.

150

Fatal

OSPF error — No LSA in the age bin. ¢
the Technical Response Center.

150

Fatal

OSPF error — Link State (LS) databas
corrupted. Call the Technical Response
Center.

150

Fatal

OSPF error — Bad LSA in NBR queue
Call the Technical Response Center.

150

Fatal

OSPF error — Bad LSA in NBR2 queu
Call the Technical Response Center.

all

D

e s

U

150

Fatal

OSPF error — LSA not found. Call the
Technical Response Center.
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Table 3-2.  Summary of Error Codes (Continued)

Major Minor Error
Error Error Type Explanation

150 7 Fatal OSPF error — NBR not found. Call the
Technical Response Center.

150 8 Fatal OSPF error — Error in timer queue. C4dll
the Technical Response Center.

150 9 Fatal OSPF error — Bad LSA in send Link State
Uppath (LSU). Call the Technical
Response Center.

150 10 Fatal OSPF error — Duplicate Autonomous
System Entry (ASE). Call the Technical
Response Center.

150 11 Fatal OSPF error — No areas. Call the Technical
Response Center.

150 12 Fatal OSPF error — Bad VL. Call the Technical
Response Center.

150 13 Fatal OSPF error — No BB Ifs. Call the
Technical Response Center.

150 14 Fatal OSPF error — No BB. Call the Technigal
Response Center.

150 15 Fatal OSPF error — No memory. Call the
Technical Response Center.

150 16 Fatal OSPF error — Bad receive packet. Call the
Technical Response Center.

151 1 Fatal OSPF error — Console logging errors.
Call the Technical Response Center.

152 0 Fatal Permanent Virtual Circuit (PVC) manager
errors. Call the Technical Response Ceriter.
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Table 3-2.  Summary of Error Codes (Continued)

Major Minor Error
Error Error Type Explanation
153 0 Non-Fatal | Virtual circuit table errors; buffer li mit

reache. There aetoo many PVCs ddined
between wo logical pors.

To resolve, ched the netvork
corfiguration ard reraute some PVCs.
Referto theNetwork Cofiguration Guide
for B-STDX/STDXor more information
about low to corfigure PVCs
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Foreground Diagnostics

Foreground diagnostics enable you to perform a variety of different loopback tests
an 1/O card, a physical port, a T1 or E1 logical port, or a channel on a Channelize
DS3 module. You use foreground diagnostics to verify that new equipment functio
properly, or to test equipment that is not providing optimal performance.

What Problems Can Foreground Diagnostics Detect
Foreground diagnostics provide non-fatal error information and enable you to:

» Verify whether or not an I/O card, physical port, T1 or E1 logical port, or DS3
channel is transmitting data properly at the physical level

» Isolate the cause of a transmission stall error (error codes 27.1 and 27.2)

The following foreground diagnostic test options are available depending on the
component that you are testing:

Internal — Tests the 1/O card hardware only. You can use this test on all cards. TF
purpose of the test is to check the internal hardware of a specific physical port. Th
port must have the Admin Status set to down before you can perform an internal t

External — Performs an external test that enables you to direct signals back towa
the source along a communications path to test the ability of the port to send and
receive data. This test requires an external loopback connector, which you install
the physical port that you are testing.

> The following three tests are for HSSI ports only. These loopbacks are
initiated by the DTE through the HSSI LA/LB interface signals. The 9000
HSSI drives these signals when you initiate the loopback from the NMS.

ExternalLocal DTE (HSSI ports only) — Sends a signal to the DSU to indicate th:
the DTE (9000) is performing a loopack test on the HSSI interface.

External Local Line (HSSI ports only) — Sends a signal to the DSU to indicate the
the DTE (9000) is performing a loopback test on the DSU DS3 interface.

External Remote Line (HSSI ports only) — Sends a signal to the DSU to indicate t
the DTE (9000) is performing a loopback test on the DSU DS3 interface.
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DSO0 Near End Loopback— Tests the following B-STDX 8000/9000 logical ports:
Channelized T1, 4-port ISDN PRI, 4-port DSX This test enables you to test the
physical path for data transmission, by looping back traffic from the OCU, CSU, ol
DSU in one or both directions. You can initiate a DSO loopback over one or more
contiguous DSO channels of a logical port.

DSO0 Far End Loopback— Tests the following B-STDX 8000/9000 logical ports:
Channelized T1, 4-port ISDN PRI, 4-port DSX Use the DSO Far End Loopback
option to test the physical path for data transmission by looping traffic from the swi
to the OCU, CSU, or DSU and back to the originating switch.

Near End Line Loopback— Tests the following B-STDX 8000/9000 physical ports:
4-port T1, 10-port DSX, channelized DS3This type of test enables you to initiate a
near-end line loopback and display the current status of each DS1 near-end line
loopback. Refer t&€hapter 4, “Loopbacksfor detailed information about loopback
tests.

DS3 Far End Loopback— For ATM DS3 physical ports only. Enables you to initiate
a DS3 far-end loopback test for a single-port ATM DS3 module. Refehépter 4,
“Loopbacks”for detailed information.

DS1 Far End Loopback— For Channelized DS3 physical ports only. Enables you
initiate a DS1 far-end loopback. ReferGbapter 4, “Loopbacksfor detailed
information.

DS1 Near End Diag Loopback— For Channelized DS3 modules only. Enables yoL
to display the current status of each DS1 near-end diagnostic loopback. Refer to
Chapter 4, “Loopbacksfor detailed information.

BERT — Generates and monitors Bit Error Rate Test (BERT) patterns and measu
the quality of data transmission on any DS1 channel. Use this test in conjunction v
a loopback test.
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Displaying Foreground Diagnostics
The process of displaying Foreground Diagnostics is a two-step procedure in whic

you must:

1. Disable the card, physical port, or logical port by setting the Admin Status to
Down.

2. Display the Foreground diagnostics dialog box.

The following sections describe these two procedures.

Setting the Admin Status to Down

The instructions for setting the Admin Status to Down differ depending on whethe
you are using the foreground diagnostics to test an I/O card, physical port, T1 or E
logical port, or a channel. The following section describes the steps for each
component.

Changing a Physical Port's Admin Status

1. From the Administer menu, choose Cascade Paranieteet Parameters. The
Switch Back Panel dialog box appedfgy(re 1-6 on page 1-).2

2. Double-click on the specific port you need to modify. The Set Physical Port
Attributes dialog box appears as shown in the examptegure 3-3
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='| CazcadeYiew - Set Physzical Port Attributes

Switch Mame: I London Port ID: I 4

Slot. 10 | 3 Card Tupes |4 Port 24 Channel Frac TL
Link Framing: ESF (CCITT: — |

Zero Encodings BEZS = |

Transmit Clock Source: Loop Timed — |

fo = | Port Admin Status: | 4 Up v Down
Connection Type: To DS¥-1 Connect Point = | Oper Status: IUp

Line Lengths 0 - 133 ft, = | Loopback Status: INone

Allocated Channels are marked with an " @ "1
sl e el Lo o w o]
IS0: 1 2 3 4 5 B 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Channel Allocation: :I;ILI:I Humber of Allocated Channels: I 24

Logical Port,.. Get Oper Info | Statiztics |

Apply Cancel

Figure 3-3. Set Physical Port Attributes Dialog Box
3. Change the Admin Status to Down.

4. If the Clock Source Selection on the Set Physical Port Attributes dialog box is
to DTE, change this field temporarily to DCE. If the Clock Source Selection is s
to Loop Timed, change this field temporarily to Internal.

> The Foreground Diagnostic tests require that the physical port provide
clocking. Make sure that this field is not set to DTE or Loop Timed.

5. Choose Apply. The system displays a confirmation message.
6. Choose OK to save your changes.

7. Choose Close.

Diagnostic and Troubleshooting Guide for B-STDX/STDX




Displaying Foreground Diagnostics A
ASCEND

Changing a Logical Port’'s Admin Status

1. From the Administer menu, choose Cascade Paranieteet Parameters. The
Switch Back Panel dialog box appedfgy(re 1-6 on page 1-).2

2. Double-click on the specific logical port you need to modify. The Set Physical
Port Attributes dialog box appeafsdure 3-3.

3. Choose Logical Port. The Set All Logical Ports in PPort dialog box appears
(Figure 3-3.
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=

CazcadeYiew - Set All Logical Ports in PPaort

Switch Mame: | London

Switch ID: |1.2

Slot ID: IS PPort 1D |4

Logical Port
Hame

Logical Port Mame:

Be CIR:
Routing Factor{1/100}

Can Backup Service
Hames:

Slot PPort Interface LPort

Service Type:

IFrame Relay

10 ID Humber 10

Y LPort, Tupe: IUNI ICE
VPN MName: Ipublic
Cuztomer MName: Ipublic
Oper Status: IUp
Loopback Status: Inone

7 Last Invalid DLCT: |0

View Adminiztrative - | Attributes

IFr—ckt—port—9—4—1 Admin Status:

Cam
E—

IUP
IPublic

Met Owverflows

Iz Template:

L

Channels allocated for a Logical Port are marked by their IDs:

050

1 2 3 4 5 6 7

8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Bit Stuffing: IbFF Bandwidth {Kbps): |B4

Add, .. |

Modify, .. |

Telete | WPHACuztomer, , , | Get Oper Info | Diagnoze, ., . |

Lazt Template |

(

Add uzing Template 3

| Statistics,.. |

Template List |

Close |

Figure 3-4.

Set all Logical Ports in PPort Dialog Box

4. Select a logical port and choose Modify. The system then displays the first of t
Modify Logical Port dialog boxes.
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='| CazcadeYiew - Modify Logical Port Type

Switch Mame: ITokyo Switch IDg |1‘1

Slot ID: Ig
FPort ID: |4

Service Type: | Frame Relay — I

LPort Type: FR UNI DTE {User Side) — |

0Ok | Cancel

Figure 3-5. Modify Logical Port - Screen 1

5. Choose OK. The system displays the second Modify Logical Port dialog box
(Figure 3-6.
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=| Cazcadediew — Modify Logical Port

Switch Mamed ITokgo Switch ID: 1 Slot ID: ]

Service Typet IFrame Relay PPort 103

LPort, Tupe: IUNI TE Interface Mumbers | o LPort ID: |2

T

Set. Rdministrative =] | Attributes

Admin Status: Up =1

Met. Overflow: Publi — A
o e 4|” - Change Admin
FATRR i £ RDOIR status to Down
Can Backup Service Mames; ez T Iz Template:

Channels allocated for a Logical Port are marked by their 1Ds:
2|2fz]z|2]zf2]z|2]z|2]2|z]2]z2]2]2]2]2]2]2]2]2]z]
0 12 32 4 85 6B F 8 8 101112 13 14 16 16 17 18 15 20 21 22 23 24

Chennel Allocation: —| - |+ [+  Bit StuFFmg: Banduidth (Kbps): | 1536

Logical Port MName:

Be CIR:
Routing Factor{l/100}

0k | Canoel |

Figure 3-6. Modify Logical Port Dialog Box - Screen 2

6. Change the value in the Admin Status field from Up to Down to disable the logic
port.

7. Choose OK. The system then displays a confirmation message.

8. Choose OK to save your changes. The system returns to the Set All Logical P
in PPort dialog box.
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Changing a Channel's Admin Status

1. From the Administer menu, select Cascade Paraniet8et Parameters. The
Switch Back Panel dialog box appears.

2. Double-click on the specific port you need to disable. The Set Physical Port
Attributes dialog box appears as showirigure 3-3 on page 3-27

3. Double-click the channel that you need to disable. The Set Channel Attributes
dialog box appears as showrHigure 3-7

~| CascadeView - Set Channel Attributes
Switch Mamey I marathons Port ID: I 1
Slot 10 |10 Charnel 10: |11 -
Set Admin
MIB D51 IfIndesx: |12 Status to
L Down
Link Framing: ESF {CCITT: - | Chan Admin Status: |[4 Up v Tiawn |
Zero Encoding: M ox G4 — |
Transmit Clock Source: Loop Timed = | Oper Status: IDown
fiwt — | Loopback Statust Hone
Izl Loopback Code Type: C5U  Loopback = | Channel Alarm: INor‘mal
Allocated DS0s are marked with a cross:
il B3 BN S S N A Y
DS 1 2 3 4 65 B 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
D50 Allocation: jjﬂﬂ Mumber of Allocated DSOs: |24
Logical Port,.. Get. Oper Info | Statistics,.. | 151 Statistics,.. |
Apply | Cloze

Figure 3-7.  Set Channel Attributes Dialog Box

4. Set the Chan Admin Status to Down. (This temporarily sets the Transmit Cloc
Source to Internal.)

5. Choose Apply. The system displays a confirmation message.

6. Choose OK to save your changes
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7.

Choose Close.

Changing an I/O Card’s Admin Status

1.

From the Administer menu, choose Cascade Parametget Parameters. The
Switch Back Panel dialog box appears as showiigare 1-6 on page 1-12

Change the Admin Status for all physical ports to Down. Refé&tanging a
Physical Port’s Admin Status” on page 3f@6 more information.

Change the Admin Status for all logical ports to Down. Refé&Cianging a
Logical Port’s Admin Status” on page 3-&# more information.

Select the card from the Switch Back Panel dialog box. The system then displ
the Set Card Attributes dialog box.

Change the value in the Admin Status field from Up to Down to disable the cal
Choose OK. The system displays a confirmation message.

Choose OK to save your changes. The system returns to the Switch Back Par
dialog box.
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Displaying the Foreground Diagnostics Dialog Box

After you set the Admin Status of the card, physical port, logical port, or channel t
down, you can display foreground diagnostics.

To run foreground diagnostics:

1. Onthe network map, select the switch from which you want to obtain physical
and logical port diagnostic information.

2. From the Administer menu, select Cascade Paraniet€et Parameters. The
Switch Back Panel dialog box appears as shovirignre 1-6 on page 1-12

3. Select the I/O card, physical port, logical port, or channel you want to test. Foll
the instructions in the following sections according to the type of test you need
use.

Testing an I/O Module

1. Click the mouse once on the specific I/O module, then choose Diagnose from
Switch Back Panel dialog box. The Select Card Diagnostic dialog box appear:
(B-STDX 8000/9000 onjlyenabling you to select either the active or standby car

2. Choose Foreground Diagnostics. The Perform Foreground Diagnostic Test dic
box appears as shownhigure 3-8
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4| CascadeYiewi Perform Foreground Diagnostic Test
Switch Name: Imar'athon5 Type of Test:  External
Slot ID: I 8
Test Results:
Slot ID PPort ID LPortMame Type of Test Result Failed Reason
d [
Stop Test | Start Test | Close |

Figure 3-8. Perform Foreground Diagnostic Test (I/O Module) Dialog Box

3. Select the type of test you want to perform. The options that the system displa
are dependent on the type of physical port that you are testing. You can perfor
any one of the following types of tests:

Internal — Tests the 1/O card hardware only. You can use this test on all cards
The purpose of the test is to check the internal hardware of a specific physical
port. The internal test does not require an external loopback connector, howev
the port's Admin Status must be set to Down.

External — Tests the physical port’s ability to send and receive data.

4. Choose Start Test to start a test traffic pattern. Test results appear in the Test
Results portion of the dialog box.

5. Choose Stop Test to stop test pattern generation.

6. Choose Close to return to the Switch Back Panel window.
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Testing a Physical Port
To perform a foreground diagnostic test on a physical port:

1. Click the mouse once on the specific physical port and then choose Diagnose.
Perform Foreground Diagnostic Test dialog box appéagsi(e 3-9.

~\ Cascade¥iew: Perform Foreground Diagnostic Test

Swich Name: | carlisle THROITESE 4 el o External

SlotID: 4

PPort ID: 2

Test Results: Test results
Slot ID PPort ID LPortMame Type of Test Result Failed Reazon / appear here
4 2 Internal The =witch is not current

=) T

Stop Test | Start Test | Claze |

Figure 3-9. Perform Foreground Diagnostic Test (Physical Port) Dialog Box

2. Select the type of test you want to perform. The options that the system displa
are dependent on the type of physical port that you are testing. You can perfor
any one of the following types of tests:

Internal — Tests the 1/O card hardware only. You can use this test on all cards
The purpose of the test is to check the internal hardware of a specific physical
port. The internal test does not require an external loopback connector; howey
the port's Admin Status must be set to Down.

External — This option enables you to direct signals back toward the source al
a communications path to test the port’s ability to send and receive data. This
requires an external loopback connector, which you install on the physical por
that you are testing.
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Loopback— A variety of different loopback tests are available depending on th
type of physical port you are testing. RefeCtwapter 4, “Loopbackdor details.

3. Choose Start Test to start a test traffic pattern. Test results appear in the Test
Results portion of the dialog box.

4. Choose Stop Test to stop test pattern generation.

5. Choose Close to return to the Switch Back Panel window.

Testing a Logical Port
To perform a foreground diagnostic test on a physical port.

1. Click the mouse once on the physical port. The Set All Physical Port Attribute:
dialog box appears.

2. Choose Logical Port. The Set Logical Ports dialog box appeatrs.

3. Choose Diagnose. The Perform Foreground Diagnostic dialog box appears for
logical port.
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A| CascadeView; Perform Foreground Diagnostic Test
Switch Name: I =outh3 Type of Test: « External
Slot ID: I 14
PPortID: I 1
LPort Name: Iatm—dt—m—s
Test Results:
Slot ID PPort ID LPortMame Type of Teszt Result Failed Reazon
| 1=
Stop Test | Start Test | Close |

Figure 3-10.  Perform Foreground Diagnostics Test (Logical Port) Dialog Box

4. Select the type of test you want to perform. The options that the system disple
are dependent on the type of logical port that you are testing.
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You can perform any one of the following types of tests:

Internal — Performs an external test on channelized T1 and E1 logical ports.
This option enables you to direct signals back toward the source along a
communications path to test the port’s ability to send and receive data. This te
requires an external loopback connector, which you install on the physical por
that you are testing.

> You can also install the external loopback connector on an external device
such as a DSU or router.

External — This option enables you to direct signals back toward the source als
a communications path to test the port’s ability to send and receive data. This
requires an external loopback connector, which you install on the physical por
that you are testing.

Loopback— A variety of different loopback tests are available. Reféthapter
4, “Loopbacks™for details.

5. Choose Start Test to start a test traffic pattern.

6. Choose Stop Test button stop test pattern generation.
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Testing a Channel
To perform a channel foreground diagnostic test on a Channelized DS3 module:

1. Select Set Attr from the Switch Back Panel dialog box fsgere 1-6 on page
1-12). The Set Physical Port Attributes dialog box appeatrs.

2. Click the mouse once on the specific channel and choose Diagnose. The Perf
Foreground Channel Diagnostic Test dialog box appears as shé&iguia 3-11
Select one of the following channel diagnostic tests:

- DS1 Near End Loopback
- DS1 Far End Loopback
- BERT

A| CascadeViews Perform Foreground Channel Diagnostic Test

Switch Name: I top Type of Test:

&

SlotID: 151 Near End Loopback
+ 051 Far End Loopback
PPortID:
+ Bert

Channel ID: 1

17

Near End Loopback Tezt Type: Payload Loopback  — | Loopback Statug: | Mormal

Start | luit |

Figure 3-11. Perform Foreground Channel Diagnostic Test Dialog Box

Refer toChapter 4, “Loopbacksfor more information on loopback testing.
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Loopback is an off-line maintenance function that enables you to:
* Measure the difference between a send and a receive signal

« Verify data across a PVC, logical port, or channel by looping back all data fran
to a specified endpoint.

» Collect statistics for a physical port link over an extended period of time.
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This chapter describes how to set and monitor the following loopback tests:

DS1 loopbackdor 4-port T1 and 10-port DSX — Tests the transmission path o
an entire DS1 of a physical port.

DS1 loopbackgor Channelized DS3 — Tests the transmission path of a specif
DS1 channel.

DS3 loopbacksfor ATM DS3 and Channelized DS3 — Tests the DS3 physical
port.

DSO0 loopbackgor Channelized T1, 4-port ISDN PRI, and 4-port DSXTests
the transmission path of a logical port.

PVC loopbacks— Tests the transmission path of a circuit.

DS1 Loopback for 4-Port T1 and 10-Port DSX

When you initiate a DS1 line or payload loopback for a 4-port T1 or 10-port DSX
module, the entire DS1 of the physical port is put into the loopback from the near-e
When you initiate a DS1 Framed Line, Unframed Line, ESF FDL Line, or ESF FDI
Payload loopback, the entire DS1 of the physical port is put into the loopback from
far-end.

You can generate and receive the following types of loopback code from the physi
port of a 4-port T1 or 10-port DSX module:

Payload— A near-end loopback in which the signal transmitted beyond the
loopback point (the forward signal) when the loopback is activated is the same
the received signal at the loopback point.

Line — A near-end loopback that operates upon receipt of specific framed pul.
patterns. The line loopback pulse codes and functions are either Activate or
Deactivate.

Framed inband line— A far-end loopback that sets/clears line loopback code ¢
the far-end DS1 interface by sending loopback code via T1 frames.

Unframed inband line — A far-end loopback that sets/clears line loopback cod
at a far-end DS1 interface by sending loopback code via unframed bit code.

ESF FDL line (ANSI) — A far-end loopback that transmits the loopback signal
by using ESF data-link messages (out-of-band).
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ESF FDL payload (ANSI)— When an ESF FDL payload loopback is activated,
the received information bits are transmitted in the outgoing direction
(out-of-band).

DS1 Loopback Traps

The NMS generates a trap when a DS1 interface changes its loopback state. For
information about the type of trap that the NMS generates refgnapter 10, “Trap
Alarm Conditions”

Network Response to a DS1 Loopback

The following list outlines the network’s response to a DS1 loopback.

> | Cascade only supports a CSU type loopback code from the network.

1. The DS1 port receives a line or payload DS1 loop activate code from the netw
2. The framer detects the loop code and interrupts the processor.

3. The processor responds by activating the desired loopback.
4

The polling mechanism detects an active loopback status and the port operati
status is changed to a status of Down.

o

A trap is issued to the NMS indicating the change in loopback status.

6. The loopback status is updated on the PPort Attributes dialog box and the PP
Foreground Diagnostics dialog box.

7. A user at the far-end can initiate tests to test the link that has just looped back
8. After completion of tests, a loop deactivate code is sent to the near-end port.
9. The framer detects the loop code and interrupts the processor.

10. The processor responds by deactivating the specified loopback.

11. The polling mechanism detects the change to a Normal operating status and |
port operating status changes to Up.
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12. The system updates the loopback status on the PPort Attributes dialog box ar
PPort Foreground Diagnostics dialog box.

Activating and Ending a DS1 Loopback
To activate and end a DS1 loopback on a 4-port T1 or 10-port DSX module:

1. On the network map, select the switch from which you want to obtain physical
port diagnostic information. From the Administer menu, select Cascade
Parameters Set Parameters. The Set Switch Back Panel dialog box appears.

2. Select the physical port that you want to test. To do this, double-click on the
physical port. The Set Physical Ports Attributes dialog box appears.

3. Disable the physical port for use during the loopback. Use the following steps
do this:

a. Change the Port Admin Status value from Up to Down.

b. Choose Apply. The system then prompts you to confirm the Port Admin
Status value change.

c. Choose OK.

d. Choose Close. The system then redisplays the Set Switch Back Panel dia
box.

4. Choose Diagnose. The Perform Foreground Diagnostic Test dialog box appea
shown inFigure 4-1
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CazcadeViews Perform Foreground Disgnostic Test

Swiich Kame: | suitchl Type of Test: |‘ Internal | € Franed inband lire loopback

SlotID: £ External £ Unframed inband line loopback

PPort ID: <) Payload loophack €»ESF FOL line loophack {ANSIY
£ Line loopback <> ESF FIL payload loopback CAMSI)

Loopbaek statug: | Hone

Tezt Results:
Slot ID PPort ID LPortMame

Type of Test Result Failed Reason

Stop Testl | Cloze

Figure 4-1. Setting a DS1 Loopback

5. Select one of the following values to indicate the type of loopback test that yoL

want to generate:

» Payload loopback

e Line loopback

* Framed inband line loopback

e Unframed inband line loopback

« ESF FDL line loopback (ANSI)

 ESF FDL payload loopback (ANSI)
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6. Choose Start Test to start a selected DS1 loopback test. The system displays
test results at the bottom of the Perform Foreground Diagnostic Test dialog bo

> If you are performing a framed inband line loopback or an unframed
inband line loopback, you can test the loopback by selecting External as
the Type of Test after you choose Start Test (Step 6). You should then
press Start Test again to display the test results at the bottom of the
Perform Foreground Diagnostic Test dialog box. Choose Stop Test to

disable the External Test.

7. Choose Stop Test to disable the selected DS1 loopback test and return to a nc
state.

> The loopback state is not stored in PRAM. If you reboot the module, the
DS1 returns to a normal state.
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DS1 Loopback Tests for Channelized DS3

The DS1 loopback option for channelized DS3 modules enables you to test the
transmission path of a specific DS1 channel. You can generate the following types
loopback tests:

DS1 Near-End Loopback— Tests the channels and logical ports on the
channelized DS3 module. This test enables you to test the physical path for d
transmission, by looping back traffic from the DACS/MUX, CSU, or DSU in ont
or both directions.

DS1 Far-End Loopback— Tests the channels and logical ports on the
channelized DS3 module. This test enables you to test the physical path for d
transmission, by looping back traffic from the switch to the DAC/MUX, or CSU,
DSU and back to the originating switch.

BERT — Generates and monitors Bit Error Rate Test (BERT) patterns and
measures the quality of data transmission on any DS1 channel. Use this test i
conjunction with a loopback test.

Near-end Loopback Tests

The near-end loopback option enables you to test the physical path for data
transmission by performing a payload, line, or diagnostic loopback. When you initi:
any of these tests, the entire DS1 channel of the physical port is put into loopback
mode from the near-end.

You can generate and receive the following types of DS1 near-end loopback tests
default Test Type i€lear Loopback

Payload— A near-end loopback in which the incoming DS1 payload is looped
back toward the network after extracting and reinserting the framing pattern in
the transmitted DS1 data stream.

Line — A near-end loopback that operates upon receipt of a specific framed pu
pattern. The line loopback pulse codes and functions are Aithieateor
Deactivate You can perform line loopback tests on each of the 28 DS1 channe

Diagnostic— A near-end loopback in which the transmitted signal is returned ¢
the received signal. This test is internal to the channelized DS3 module and dc
not require a CSU/DSU Figure 4-3illustrates a DS1 near-end diag loopback.
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Figure 4-2illustrates a near-end loopback test in which the test pattern originates &
the CSU/DSU and passes through the DACS/MUX. The multiplexer (MUX) joins tt
28 DS1 channels and combines them into one DS3 signal. The signal is looped ba
the DS3 port and returned to the CSU/DSU.

Looped-back DS3 Port

DS3 28 DS1s The Near-end loopback test
: MUX / «—» tak_es place at_the switch.
DACS — CSUIDSU This example illustrates a
+— test pattern generation
: : originating from the
«— » CSU/DSU.
<+—>
+“—>

Figure 4-2. Near-end Loopback

Figure 4-3illustrates a near-end diag loopback in which the test pattern generation
originates at the channelized DS3 module and loops back to the channelized DS3
module. This test is internal to the module.

Looped-back DS3 Port The Near-end diag loopback test
f‘ takes place at the switch. This
example illustrates a test pattern
28 DS1s generation originating from the
MUX/ | &—» channelized DS3 module and
— looped back to the module. This
DACS | \ P -
Csu/bsu test is internal to the channelized
<+“—> ;
< > DS3 module. You can use this test
“«—» without a CSU/DSU.
<+“—>

Figure 4-3. Near-end Diag Loopback
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Far-end Loopback Tests

Use the far-end loopback option to loop data from the switch to the DACS/MUX or
CSU/DSU and back to the originating switch.

Table 4-1lists and describes the types of far-end loopback tests you can generate
receive from the DS1 channel (The default Test Ty@eisd No Code

Table 4-1.  Far-end Loopback Tests

Loopback Test Function/Description

Activate Framed CSU Line | Requested by the CSU; returns information to the
Loopback switch on the receive line.

Release Framed CSU Line | Sends a CSU code to stop the Far-end loopback
Loopback and return to normal two-way traffic.

Activate NI Line Loopback Requested by the Network Interface (NI); returns
information to the switch on the receive line.

Release NI Line Loopback Sends an NI code to stop the Far-end loopback.

Activate ESF Ansi Line Requested by Extended Superframe (ESF);

Loopback returns information to the switch on the receive
line.

Release ESF Ansi Line Sends an ESF code to stop the Far-end loopback.

Loopback

Activate ESF Ansi Payload | Requested by ESF; returns information to the

Loopback switch as framed data.

Release ESF Ansi Payload | Sends an ESF ANSI code to stop the Far-end

Loopback payload loopback.

Activate Unframed CSU Requested by the CSU; returns information to the

Line Loopback switch on the receive line.

Release Unframed CSU Lin¢ Sends a CSU code to stop the Far-end line
Loopback loopback and return to normal two-way traffic.

Activate Unframed NI Line | Requested by the Network Interface (NI); retunns
Loopback information to the switch on the receive line.
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Table 4-1.  Far-end Loopback Tests (Continued)

Loopback Test Function/Description
Release Unframed NI Line | Sends an NI code to stop the Far-end line
Loopback loopback.
Activate OOB NI Line Requested by an Out of Band NI; returns
Loopback information to the switch on the receive line.
Release OOB NI Line Sends an Out of Band NI code to stop the Far-end
Loopback line loopback.
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Figure 4-4illustrates a far-end CSU/DSU loopback that takes place at the CSU/DS

f’ Looped-back DS3 Port
The Far-end CSU/DSU

MUX/ loopback test takes place at the

DACS 28 DS1s CSU/DSU. This example

illustrates a CSU/DSU in

> CSU/DSU | loopback and a test pattern
generation originating from the

switch.

Figure 4-4. DS1 Far-end CSU / DSU Loopback

Figure 4-5illustrates a DS1 Far-end NI loopback using Smartjacks and/or a Midsp:
Repeater. The NI loopback originates at the CSU/DSU and test pattern generatior
originates at the switch.

Looped-back DS3 Port

MUX/ 28 DS1s Smartjack
DACS > i CSU/DSU
idspan
- 1 DS3 Repeater

Figure 4-5. DS1 Far-end NI Loopback
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Starting and Ending a DS1 Loopback Test
To start and end a DS1 loopback on a channelized DS3 module:

1. On the network map, select the switch from which you want to obtain physical
port and channel diagnostic information.

2. From the Administer menu, select Cascade Paraniet€et Parameters. The
Switch Back Panel dialog box appears.

3. Select the physical port that you want to test by double-clicking on the physice
port. The Set Physical Port Attributes dialog box appears as shaviguire 4-6

A| CazcadeYiew - Set Phyzical Port Attributes

Switch Mame: I lokaif Port ID: Il

Slot ID: |5 Port Tupe: |1 Port 28 Channel D53

MIE 1S3 IfIndex: |4

Application Modey 113 — | Port Admin Status: ‘ * Up iV Tiown
Transmit Clock Source: Internal = | Oper Status: Up

f — | Loopback Status: Mone

Line Build Outy 0-225 feet — | Received FEAC Status: Hone

Port Link Down Reason: | Mone

Channelsy
3 E N I % I R A A A e R R A
D51 1 2 3 4 5 B 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28
Get Dper Info | Statistics,.. | 053 Statistics,.. | Chan Alarm Status‘ul Diagnose, .. |
Set Chan Attr ... | Apply | Close

Figure 4-6. Set Physical Port Attributes Dialog Box

4. Select a DS1 channel that you want to test by clicking twice on the channel bu
ID or select a channel and choose Set Chan Attr. The Set Channel Attributes
dialog box appears.

5. Disable the channel for use during the loopback test by changing the Channel
Admin Status value from Up to Down.
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6. Choose Apply.

7. Choose Close.

The system then redisplays the Set Physical Port Attributes dialog bdxdses
4-6).

8. \Verify the channel you want to test is highlighted.

9. Choose Diagnose. The Perform Foreground Channel Diagnostic Test dialog b
appears as shown lxigure 4-7

A| CascadeViews Perform Foreground Channel Diagnostic Test

Switch Name: I =pot3 Type of Test:
-
SlotID: Iai 151 Near End Loopback
+ 051 Far End Loopback
PPortID: I 1
+ Bert
Channel ID: I 22
Hear End Loopback Test Type: Clear Loopback —i | Loopback Statug: | Narmal

Start | luit |

Figure 4-7. Perform Foreground Channel Diagnostic Test Dialog Box

Table 4-2describes the Perform Foreground Channel Diagnostic Test dialog b
fields.
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Table 4-2.  Perform Foreground Channel Diagnostic Test Dialog Box Fields

Field Description
Slot ID I/O slot number in which the module resides.
PPort ID Port number.
Channel ID Channel number of the channel you are testing.
Loopback Status| Channel’'s current loopback status.

10. Follow the instructions in the next section according to the type of test you wan
generate. Select DS1 Near-end Loopback or DS1 Far-End Loopback for the ty
of test. For instructions on BERT testing, refetld&1 BERT Testing for
Channelized DS3” on page 4-17

Generating a DS1 Near-End Loopback

Use the instructions in this section to generate a DS1 near-end loopback test. For |
information about test types, refer‘tdéear-end Loopback Tests” on page 4-7

1. SelecDS1 Near-End Loopbadkr the Type of Test (as shownHigure 4-9.

2. Select a Near-End Loopback Test Type. Options include Payload Loopback, L
Loopback, and Diagnostic Loopback.

3. Choose Start to begin the test. The loopback test takes approximately 15 sect
to complete. Tests results display in the Loopback Status field as shbiguiia
4-8.
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A| CascadeViews Perform Foreground Channel Diagnostic Test

Switch Name: I top Type of Test:

-
SlotID: 151 Near End Loopback

+ 051 Far End Loopback

PPort ID:
+ Bert

Channel ID: 1

17

Near End Loopback Tezt Type: Payload Loopback ' — | Loopback Statug: | MMS initiated Payload Loopback

Start luit

Figure 4-8. DS1 Near-End Loopback Dialog Box

4. Optionally, select Bert for the Type of Test and inject a bit error. (Refer to
“Starting and Ending a BERT Test” on page 4fdBinstructions.)

5. To stop the test, select Clear Loopback for the Near-End Loopback Test Type
choose Start.

> If you choose Quit before stopping the test, the test will continue to run
and the channel admin status will remain Down. To stop the test, select
Clear Loopback and choose Statrt.

Generating a DS1 Far-End Loopback

Use the instructions in this section to generate a DS1 far-end loopback test. For rr
information about test types, refer‘tear-end Loopback Tests” on page 4-9

1. Onthe Perform Foreground Channel Diagnostic Test dialog box, B&&dtar-
End LoopbacHor the type of test.
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A| CascadeViews Perform Foreground Channel Diagnostic Test

Switch Name: I top Type of Test:

Slot ID: + 051 Hear End Loopback

4 I51 Far End Loopback

PPort ID:
+ Bert

Channel ID: 2

17

Far End Loopback Test Type: Activate NI Line Loopback —

Start luit

Figure 4-9. DS1 Far-End Loopback Dialog Box

2. Select a Far-End Loopback Test Type (Seeire 4-9. Options include the
following:

— Activate Framed CSU Line Loopback
— Activate NI Line Loopback

— Activate ESF Ansi Line Loopback

— Activate ESF Ansi Payload Loopback
— Activate Unframed CSU Line Loopback
— Activate Unframed NI Line Loopback

— Activate OOB NI Line Loopback

3. Choose Start to begin the test. The loopback test takes approximately 15 secc
to complete.

4. Optionally, select Bert for the Type of Test and inject a Bit Error Rate. (Refer t
“Starting and Ending a BERT Test” on page 4fdinstructions.)
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5. To stop the test, select Releabest TypeLoopback for the Test Type and choose
Start.

If you choose Quit before releasing the test, the test will continue to run
and the channel admin status will remain Down. To stop the test, select
Release [Test Type] Loopback for the Test Type and choose Start.

6. To exit the Perform Foreground Channel Diagnostic Test dialog box for this te:
choose Quit.

7. To exit the Perform Foreground Diagnostic Test dialog box, choose Close.

DS1 BERT Testing for Channelized DS3

Bit Error Rate Testing (BERT) generates and monitors BERT patterns and measul
the quality of data transmission on any DS1 channel. The generation and monitor
functions are independent, and may be invoked separately or together. The errors
the pattern of transmitted bits are counted to determine the Bit Error Rate.

You use the BERT test in conjunction with the loopback test to qualify new T1
services or debug problems with existing services. You can insert bit énjecs (
Error option) into the DS1 data stream when you are performing a loopback test b
inserting a single or continuous bit erfbable 4-3lists and describes the types of Bert
Patterns you can generate and receive from the DS1 channel.

Table 4-3. BERT Test Patterns

BERT Test Pattern Description Example
All Zeros Generates and expects data in zefos  0X00
All Ones Generates and expects data in ones OXFF
One Zero Alternate ones and zeros O0XAA
One One Zero Zero Alternates between two (1s) and t@XCC

(0s)
One Of Eight Each byte is “10000000” 0X80
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Table 4-3. BERT Test Patterns (Continued)

BERT Test Pattern Description Example
Three Of Twenty Foury Generates and expects the Hex | 0X44,0X40,0X00
pattern
QRSS Standard Quasi Random pattern with
bit stuffing

1 Byte User Pattern Repeated user defined byte pattern

2 Byte User Pattern Repeated user-defined 2 byte
(16-bit) pattern

3 Byte User Pattern Repeated user-defined 3 byte
(24-bit) pattern

Starting and Ending a BERT Test

1. Onthe network map, select the switch from which you want to obtain physical
port and channel diagnostic information.

2. From the Administer menu, select Cascade Paraniet€et Parameters. The
Switch Back Panel dialog box appedfgy(re 1-6 on page 1-).2
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3. Select the physical port that you want to test by double-clicking on the physice
port. The Set Physical Port Attributes dialog box appeard-{gsees 4-6 on page

4-12,.
A| CazcadeYiew - Set Phyzical Port Attributes
Switch Mame: I lokaif Port ID: Il
Slot. 10 |5 Port. Tupes |1 Port 28 Channel D53
HIE DS3 IFIndes |4
Application Modey 113 — | Port Admin Status: ‘ v Up * Tiown
Transmit Clock Source: Internal = | Oper Status: Tiown
f — | Loopback Status: Mone
Line Build Outy 0-225 feet — | Received FEAC Status: Hone

Port Link Down Reason: | Mone

Channelsy

0 N IS I O S S I S S A A

D51 1\3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 13 20 21 22 23 24 20 26 27 28

Get Dper Info | StatisN 053 Statistics,.. | Chan Alarm Status‘ul Diagnose, .. |

Set Chan Attr ... | A) Apply | Close

Figure 4-10.  Set Physical Port Attributes Dialog Box

4. Select a DS1 channel that you want to test by clicking twice on the channel bu
ID or select a channel and choose Set Chan Attr{seee 4-10).

5. Disable the channel during the loopback test by changing the channel admin st
from Up to Down.

6. Choose Apply.

7. Choose Close.
The system then redisplays the Set Physical Port Attributes dialog box.

8. Choose Diagnose. The Perform Foreground Channel Diagnostic Test dialog b
appears as shown lifigure 4-11
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A| CascadeViews Perform Foreground Channel Diagnostic Test
Switch Name: I =pot3 Type of Test:
SlotID: Iai + 051 Hear End Loopback

+ 051 Far End Loopback
PPortID: I 1

4 Bert
Channel ID: |22
Eert Pattern: All Zeros -

Bert Status: IBert Available
Bert Bit Count: | 0 Bert Error Count: | 0
Inject Error | Clear Counter | Stop | Start | Quit |

Figure 4-11.  Perform Foreground Diagnostics Test (Bert) Dialog Box

9. Select Bert in the Type of Test field as showfigure 4-11

Table 4-4describes the fields on the dialog box showRigure 4-11
Table 4-4.  Bert Test Fields

Field Description
Switch Name Name of the switch in which the module resides.
Slot ID I/O slot number in which the module resides.
PPort ID Port number.
Channel ID Channel number of the channel you are testing.
Bert Bit Count Number of received bits.
Bert Status Current Bert state (Unavailable, Out of Frame, Available,
In-Frame).
Bert Error Count| Number of received bit errors.

10. Select a Bert Pattern. The default Bert Pattefl iBeros(refer toTable 4-3 on
page 4-17or a description of Bert Patterns).
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11. Select Clear Counter to clear the Bit Count and Error Count fields and return t
value to zero.

12. Choose Start to begin the test. Test results display in the Bert Status field as st

in Figure 4-12
A| CascadeViews Perform Foreground Channel Diagnostic Test
Switch Name: I spot3 Type of Test:
SlotID: Iai + 051 Hear End Loopback
+ 051 Far End Loopback

PPortID: I 1

4 Bert
Channel ID: |22
Bert Pattern: ORSS = | \

Bert Statuz: IBer‘t In Frame
Bert Bit Count: | 39278247 Bert Error Count: | 1

Inject Error | Clear Counter | Stop | Start | Quit |

Figure 4-12.  Perform Foreground Channel Diagnostic Test Dialog Box

13. Choose Inject Error to inject a bit error and detect a loss of pattern sync. Rest
display in the Bit Count and Error Count fields. Compare the displayed Bert Er
Count to the expected count. (Refer to the example shokigume 4-1For more
information.)

14. To exit the Perform Foreground Channel Diagnostic Test dialog box, choose S
and Quit.
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Inject Bit Error Example

Figure 4-13shows a Bert test using a QRSS pattern. Test results display in the Bit
Count and Error Count fields. The Bert Error Count field displays a count of 1. If yc
choose Inject Error again, the Bert Error Count field increments by 1 and displays

count of 2.
A| CascadeViews Perform Foreground Channel Diagnostic Test
Switch Name: I spot3 Type of Test:
SlotID: Iai + 051 Hear End Loopback
+ 051 Far End Loopback

PPortID: I 1

4 Bert
Channel ID: |22
Bert Pattern: IRSS = |

Bert Statuz: IBer‘t In Frame
Bert Bit Count: | 39278247 Bert Error Count: | 1

Inject Error | Clear Counter | Stop | Start | Quit |

Figure 4-13.  Perform Foreground Channel Diagnostic Test Dialog Box
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DS3 Loopback

The DS3 option is available only for the following B-STDX 8000/9000 modules:
e Single-port ATM DS3
* Single-port channelized DS3

When you initiate a DS3 Line loopback, the entire DS3 of the physical port is put ir
the loopback from the near-end. When you initiate a DS3 Far-end loopback, the er
DS3 of the physical port is put into the loopback from the far-end.

Table 4-5. DS3 Loopback Types

Loopback Type Description Module
Near-end line Loops the receiver to the transmitter i ATM DS3

order to loop the incoming signal back 0 channelized DS3

the far-end. A
Far-end Sends a code to request the far-end to|pAfM DS3

itself into loopback. Channelized DS3
Payload A near-end loopback in which the signalATM DS3

transmitted beyond the loopback point
(the forward signal) when the loopback js
activated is the same as the received signal
at the loopback point.

Near-end diag Loops the transmitter to the receiver in Channelized DS3
order to loop the outgoing signal back t
the DS3 port. This test allows the card t
test itself.

o ©
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DS3 Loopback Traps

The NMS generates a trap when a DS3 interface changes its loopback state. For
information about the type of trap that the NMS generates refénapter 10, “Trap
Alarm Conditions”

Activating and Ending a DS3 Loopback

1. On the network map, select the switch from which you want to obtain physical
port diagnostic information. From the Administer menu, select Cascade
ParameterS] Set Parameters. The Switch Back Panel dialog box shokigtine
1-6 appears.

2. Select the physical port that you want to test. To do this, double-click on the
physical port. The Set Physical Ports Attributes dialog box appears.

3. Disable the physical port for use during the loopback. Use the following steps
do this:

a. Change the Port Admin Status value from Up to Down.

b. Choose Apply. The system then prompts you to confirm the Port Admin
Status value change.

c. Choose OK.

d. Choose Close. The system then redisplays the Set Switch Back Panel dia
box.

4. Choose Diagnose. The Perform Foreground Diagnostic Test dialog box appee
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CascadeViewt Perform Foreground Disgnostic Test

Switch Name: I zouthd

SlotID: Iﬂi
Ili

PPortID:

Type of Test: s Near—end lire loophack

~ External s Far-end loopback

~ Payload loopback

Loopback staduz: I Hone

Test Results:
Slot ID PPort ID LPortHame

Tupe of Test Result Failed Reason

| ) [
Stop Test | Start Test | Close
Figure 4-14. Setting a DS3 Loopback (ATM DS3 Module)
4| CazcadeView; Perform Foreground Diagnostic Test
Switch Hame: I”DE TypeofTest: 4 1nternal < Far—end loopback
SlotID: Iia « External < Near-end diag loopback
PPt ID: Ili s Near—-end line loopback
Loopback status: INDne
Test Results:
Slot ID PPort ID LPortMame Tupe of Test Result Failed Reaszon
=) =]

Stop Test | Start Test |

Close

Figure 4-15.
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Table 4-6describes each of the Perform Foreground Diagnostic Test dialog box fie

Table 4-6. DS3 Perform Foreground Diagnostic Test Dialog Box Fields

Field Description
Switch Name Name of the switch in which the module resides
Slot ID I/O slot number in which the module resides
PPort ID Port number
Loopback Status Physical port’s current loopback status

5. Select the type of loopback test you want to generate:

Near-end line
Far-end
Payload (ATM DS3 modules only)

Near-end diag (Channelized DS3 modules only)

Table 4-5 on page 4-2fscribes each of these loopback types.

6. Choose Start Test to start the test pattern generation.

Test results display in the Test Results box at the bottom of the Perform
Foreground Diagnostic Test dialog box.

7. Choose Stop Test to return to a normal state.

> The loopback state is not stored in PRAM. If you reboot the module, the

DS3 returns to a normal state.

8. To exit the dialog box, choose Close. The Set Physical Port Attributes dialog &
reappears.

9. Enable the physical port by changing the Admin Status from Down to Up.

10. Choose Apply.

11. Choose Close. The system redisplays the Switch Back Panel dialog box.
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DSO Loopback

The DSO0 loopback option enables you to test the transmission path of a logical po
looping back traffic in one or both directions. This option is available for the followin
B-STDX 8000/9000 modules.

e Channelized T1
e 4-port ISDN PRI
* 4-port DSX

You can initiate a DSO loopback over one or more contiguous DS0 channels of a
logical port. Use the DSO Near-End Loopback option to loop back traffic from the
OCU, CSU, or DSUFigure 4-16llustrates a DSO Near-End Loopback.

Looped B ack Port

/

oCu =—p CSU/DSU

P

P

P

—P Near-end loopback takes
24 DSO0's place at the B-STDX

Test pattern generation
originates at the OCU,
CSU, or DSU.

This example illustrates test
pattern generation originating
from the OCU.

Figure 4-16. DSO0 Near-End Loopback
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Use the DSO Far-End Loopback option to specify that data from a switch should b
looped from the switch to the OCU, CSU, or DSU and back to the originating switc
Figure 4-17llustrates a DSO Far-End loopback that takes place at the OCU.

ocu —p CSuU/bsuU

P

g -

P

g—P Far-end loopback takes
24 DSO0’s place at the OCU, CSU,

or DSU.

Test pattern generation
originates at the B-STDX.

Figure 4-17. DSO Far-End Loopback

In a Far-End Loopback, there may be up to three midspan repeaters used to boos
signal between the OCU and the CSU/DSIdure 4-18llustrates the use of midspan
repeaters in a Far-End Loopback.

OCuU

— - — CSuU/DSU

M indicates midspan repeater use

Figure 4-18. Far-End Loopback Using Midspan Repeaters
DSO Far-End Loopback is a two-step process where you must:
1. Activate the DSO Far-End Loopback.

2. Start the test pattern generation from the switch.
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You can activate a DSO Far-End Loopback test from a logical port that has only or
DSO0 channel on the logical port. However, the test pattern can be sent from the sw
to any consecutive number of DSO channels.

> Some older T1 card revisions do not support the DSO loopback feature. If

a card does not support the DSO loopback feature, the DSO loopback
options are grayed out on the Perform Foreground Diagnostic Test dialog
box. Refer to the NMS Software Release Notice for detailed information
about the card revisions that do not support DSO loopback.

Activating and Ending a DSO Near-End Loopback

1. On the network map, select the switch from which you want to obtain physical
and logical port diagnostic information. From the Administer menu, select
Cascade Parametdrs Set Parameters. The Set Switch Back Panel dialog box
appears.

2. Select the logical port that you want to test.

To test a logical port— Double-click on the physical port. The Set Physical Port
Attributes dialog box appears. Choose Logical Port. The Set All Logical Ports |
PPort dialog box appears.

3. Disable the logical port for use during the loopback test. Use the following ste|
to do this:

a. Choose Modify from the Set All Logical Ports in PPort dialog box. The
system then displays the first of two Modify Logical Port dialog boxes.

b. Choose OK. The system displays the second Modify Logical Port dialog b

c. Change the value in the Admin Status field from Up to Down to disable the
logical port.

4. Choose Diagnose. The Perform Foreground Diagnostic Test dialog box showr
Figure 4-1%ppears.
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=| CascadeYiew: Perform Foreground Diagnostic Test

Switch Name: I London Type of Test: v Internal - TS50 Mear End loopback

Slot ID: IS ~ External + [50 Far End Loopback

PPort ID: I 4

LPortHame: | fr-ckt-port-3-4-1

Loopback status: INDne

fillocated Channels are marked with an " L "1

Ll
D503 12 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Channel Allocationy ;I;Iﬂ:l Hunber of Allocated Charnels: |1
Activate Loopback | Deactivate Loopback | Close |

Figure 4-19.  Perform Foreground Diagnostic Test Dialog Box

5. Select DSO Near-End Loopback as the Type of Test. The system then display:
of the logical port channels.

6. Select the channels on which you want to perform a DSO Near-End Loopback.
L indicates a DSO is in a loopback state.

> Select consecutive DSO channels. DSO loopback does not support
noncontiguous DSO channels.
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You can select one or more channels by clicking on the appropriate channel(s
by using the channel manipulation buttons listedaible 4-7

Table 4-7.  Channel Manipulation Buttons

Button Action

+ Starts at the left and selects one channel at a time

- Starts at the right and deselects one channel at a tim

112

++ Selects all channels

-- Deselects all channels

7. Select Activate Loopback to activate a DSO loopback test.

8. Select Deactivate Loopback to return to a normal state.

> The loopback state is not stored in PRAM. If you reboot the module, the
DSO returns to a normal state.
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Activating and Ending a DSO Far-End Loopback

> The DSO Far-End loopback test is intended for use with single DSO
applications only. Fractional T1 loopback codes are not supported.

The DSO Far-End loopback test is a latching loopback.

1. On the network map, select the switch from which you want to obtain physical
and logical port diagnostic information. From the Administer menu, select
Cascade ParametersSet Parameters. The Switch Back Panel dialog box
appears.

2. Select the logical port that you want to test.

To test a logical port— Double-click on the physical port. The Set Physical Por
Attributes dialog box appears. Choose Logical Port. The Set All Logical Ports
PPort dialog box appears.

3. Disable the logical port for use during the loopback. Use the following steps to
this:

a. Choose Modify from the Set All Logical Ports in PPort dialog box. The
system then displays the first of two Modify Logical Port dialog boxes.

b. Choose OK. The system then displays the second Modify Logical Port dial
box.

c. Change the value in the Admin Status field from Up to Down to disable the
logical port.

d. Choose OK. The system then prompts you to confirm the Port Admin Stat
value change.

e. Choose OK.
4. Choose Diagnose. The Perform Foreground Diagnostic dialog box appears.

5. Select DSO Far-End Loopback as the Type of Test. The system then displays &
the logical port channels.
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Select the channel on which you want to perform a DSO Far-End Loopbatk. Ar
indicates that the DSO channel is in a loopback state.You can select a channe
clicking on the appropriate channel.

> The initiation of the DSO Far-End Loopback can only be applied to a

logical port that has only one DSO channel. However, the test pattern can
be sent from the remote switch to any consecutive number of DSO
channels.

The loopback state is not stored in PRAM. If you reboot the module, the
DSO returns to a normal state. However, the end device (OCU, DSU, or
CSU) remains in a loopback state.

6. Supply the following field values:

Far-End Loopback Type — Specifies the Far-End loopback type as one of the
following types: OCU, CSU, or DSU.

OCU — Specifies an Office Channel Unit (OCU) loopback type that
interfaces to the 56/64 Kilobytes per second span.

CSU— Specifies that the DSO0 loopback should loopback the CSU at the
customer premise; however, this loopback has the capability to disable any
intermediate loopbacks and “punch through” the midspan repeaters and/or
smartjacks that are used to boost the signal.

DSU— Specifies that the loopback starts at the DSU device that is closest
the customer equipment (possibly a single CSU/DSU device).

Bit Stuffing — Designates whether bit stuffing is enabled or disabled for the
selected logical port. This parameter only applies to T1/E1, DSX-1, and
channelized DS3 modules. Bit stuffing has an effect on the available bandwidth
each DSO0 channel. If bit stuffing is enabled the available bandwidth is 56 Kbps
bit stuffing is disabled, the available bandwidth is 64 Kbps.

# Mid Span Repeaters— This function is only applicable for CSU loopbacks.
Specify the number of mid span repeaters in your network configuration. Entel
value of 1, 2, or 3 to specify the number of midspan repeaters that your
configuration uses.

Diagnostic and Troubleshooting Guide for B-STDX/STDX




DSO0 Loopback A
ASCEND

If you are not sure of the number that your system uses, and you know that th
are 3 or less, you can enter a value of 3. Entering a value of 3 will not affect th
loopback if you only have 1 or 2 midspan repeaters. However, the loopback wi
not provide valid data if you have more than 3 repeaters in your configuration.

If you supply a value for this field the system will “punch-through” and disable
the loopback at intermediate midspan repeaters in the configuration.

7. Select Activate Loopback to activate a DSO loopback.

8. Select Start Test to start the test pattern generation from the switch that is
associated with the selected logical port. The system then displays the DS0
Far-End Loopback statisticsable 4-8 on page 4-3i&ts and describes these
statistics.
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CazcadeYiews Perform Foreground Diaghostic Test

Slot ID:

Switch Hame: | Teenan Type of Test: 47 Internal 47 150 Mear End loopback

tPorthame: [ 1.1 |

Loopback status: [ 150 Far End Loopback |

47 External 4 150 Far End Loopback

Allocated Channels are marked with a crossy

D503 1 2 3 4 858 B 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Channel Allocation: =- Humber of Allocated Channels:
Far End Loopback Type: Csu = # Mid Span Repeaters:
Bit Stuffing: Dizable &

Errored

Bit Error Count: 820307441 Test Pattern Sync Status:

Seconds: 825307441 Error Free Seconds: 825307441

| Insert Bit Error | Activate Loopback | | Deactivate Loopback | | Stop Test | |Star‘t Test | | Cloze

Figure 4-20.  Setting a DSO Far-End Loopback

9. You canoptionallychoose Insert Bit Error to insert a bit error into the test patter
The purpose of the Insert Bit Error function is to validate the activation of a
loopback test or to verify that a remote equipment connection is operating
successfully.

10. Choose Stop Test to stop the test pattern generation.

11. Choose Deactivate Loopback to return to a normal state.

Diagnostic and Troubleshooting Guide for B-STDX/STDX




DSO0 Loopback A
ASCEND

Table 4-8. DSO Far-End Loopback Statistics

Statistic Description

Bit Error Count The total number of accumulated bit errors that
are received while running the loopback test.

Errored Seconds The number of seconds during the loopback test
that errors occur. The system counts one or more
bit errors in any one second increment as an
errored second.

Test Pattern Sync Status Indicates any loss of pattern synchronizatipn
that occurs during the test.

Error Free Seconds The number of seconds during testing in which
there is no occurrence of bit errors.

Test Pattern Generation

The Start Test button on the Perform Foreground Diagnostic Test dialog box enab
you to generate and receive a test traffic pattern. The test pattern for a DSO loopba
2047.

You can start a test traffic pattern as part of a DSO far-Far-Endend loopback test o
using external equipment to generate and receive the test pattern. If you are not
performing a loopback test, but are using external equipment for the test, choose '
Test to generate test traffic on any selected set of consecutive DS0’s. You can als
receive the test pattern on the same set of consecutive DSO'’s.
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PVC Loopback

The PVC Loopback option is a diagnostic tool for testing the transmission of data
across the PVC at the UNI/NNI. The PVC loopback test loops back all data frame
the configured endpoint. You can set either endpoint of a PVC as a loopback endp
This means that all data frames sent to the PVC could be routed along the entire

customer transmission path and be received on either the local or remote endpoin
the PVC.

PVC Loopback Settings

Each PVC endpoint can be configured to one of the following four loopback settin

None— To indicate that no loopback is in effect.

Local — Indicates that traffic arriving on the logical port from a CPE should be
looped back to that CPE on the same logical portF&gee 4-2landFigure 4-23
for two examples of local PVC loopbacksgure 4-22andFigure 4-24illustrate

the corresponding Circuit Summary Statistics that result from a local setting or
either endpoint A or endpoint B.

Remote— Indicates that traffic arriving from a far-end logical port/CPE should
be looped back to that logical port/CPE. $&gure 4-25andFigure 4-27or two
examples of remote PVC loopbacksyure 4-26andFigure 4-28llustrate the
corresponding Circuit Summary Statistics that result from a remote setting on
either endpoint A or endpoint B.

Both — Indicates that both remote and local traffic should loop back.

Figure 4-21throughFigure 4-28illustrate the direction of the three different PVC
loopback settings and the Circuit Summary Statistics that result from each setting
Each figure is followed by a sample summary statistics screen to illustrate the type
statistics that each PVC loopback type will provide.

In all of the figures that illustrate the PVC loopback settings, Router 1 is
the endpoint that transmits data over the PVC.

Graceful discard must be set to on in order for the PVC loopback function
to operate correctly.
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Local None

Router 2

Router 1 A B

Figure 4-21. PVC Endpoint A Set to Local, Endpoint B Set to None

Figure 4-21lillustrates a PVC loopback that has Endpoint A set to local and Endpoi
B set to nonel-igure 4-22illustrates the Circuit Summary Statistics that the system
would generate for a local PVC loopback at Endpoint A. The Circuit Summary
Statistics window would show packets received and sent on the same logical port
(Endpoint A). No frames are forwarded to Endpoint B of the PVC.

= Cascade¥iew — Circuit Summary Statistics E
Circuit Name: Top to Bottom Router Reset Times
Logical Portifd: Left Top Router Current Time: Thu Mow 7 1513052
Logical Port(Bi: Right Bottom Router Poll Interval(sec): |8
CIR (Kbits): 1536,0
Burst Size(Kbits): 1536,0
Excess Burstikbitsi: | 0.0
Graceful Discard: On
Cumulative Stabistics:
Receivedif} Transmitted{Ar ReceivediB} Transmitted{B:
Total Frames 2659 2658 Total Frames 0 0
Green Frames 659 0 Green Frames 0 0
Anber Frames 0 0 Anber Frames 0 0
Red Frames 0 2660 Red Frames 7 0
Total Octets 3326964 3328572 Total Octets 0 0
Green Octets 3326964 0 Green lctets 0 0
Anber Octets 0 0 Anber Octets 0 0
Red Octets 0 8329048 Red Octets 0 0
Frames Discarded 0 0 Frames Discarded 0 0
Throughput 2
Receivedif} Transmitted{fAr ReceivediB} Transmitted(B:
Bits per second 2017231.5 |2019859.4 Bits per second o o
Fackets per second  |194.7 194.8 Packets per second | 0 0
Congestion Statistics:
ReceivediA) Transmitted(Ar ReceivediB) Transmitted(B»
FECN Frames 0 0 FECN Frames 0 0
BECN Frames 0 0 BECN Frames 0 0
Circuit Utilization "A° (23t | 985 Circuit Utilization "B <3 [0
PPort Stats | LPort Stats I Reset | Clase |

Figure 4-22.  Statistics That Result When A is Local and B is None
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None Local

1

Router 1 A B Router 2

Figure 4-23. PVC Endpoint A Set to None, Endpoint B Set to Local

Figure 4-23llustrates a PVC loopback that has Endpoint A set to none and Endpo
B set to localFigure 4-24illustrates the Circuit Summary Statistics that the system
would generate for a local PVC loopback at Endpoint B.

—[ Cascade¥iew - Circuit Sunmary Statistics B

Cireuit Nane: fTop to Bottom Router Reset Time:
Logical Portciy:  [Left Top Router Current Time: Thu Mow 7 15:30:52
Logical Port{B}: Right Bottom Router Foll Intervaliseciz |5

CIR (Kbits): [1m0
Burst Sizs(kbitsy:  |1838.0
Excess Burst@kbitsrs (0.0
Graceful Diseard:  [On

Cumulative Statistics?

Received{A) Transmitted(A} Received(B) Transmitted(E}

Total Frames 0 0 Total Frames 3929 3973
Green Frames 0 0 Green Frames 3929 52
finber Frames 0 0 finber Frames 0 0
Red Frames 0 0 Red Frames ] 3921
Total Octets 0 0 Total fctets 5355260 5419256
Green Octets 0 0 Green Octets 5355260 67468
Anber Octets 0 0 Anber Octets 0 0
Red Octets 0 0 Red Octets 0 531788
Frames Discarded 0 0 Franes Discarded 0 0
Throughput 3

Feceived{A) Transmitted(A} Feceived{B) Transmitted(B}
Bits per second 0 0.0 Bits per second 2030414.8 2066097.2
Fackets per second 0 0.0 Packets per second  [182.0 184.8
Congestion Statistics:

ReceivediA) Transmitted(Ay Received(B) Transmitted(B}
FECN Frames 0 0 FECN Frames 0 0
BECN Franes 0 0 BECN Frames 0 0
Circuit Utilization "A" (83: |0 Circuit Utilization “B° {#): |99 1

FPort Stats | | LPart Stats | Reset | Close |

Figure 4-24.  Statistics That Result When A is None and B is Local
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Remote None

Router 1 A B

Router 2

Figure 4-25. PVC Endpoint A Set to Remote, Endpoint B Set to None

Figure 4-25llustrates a PVC loopback that has Endpoint A set to remote and
Endpoint B set to non€igure 4-26llustrates the Circuit Summary Statistics that the
system would generate for a remote PVC loopback at Endpoint A.

—[ Cascade¥iew - Circuit Sunmary Statistics B

Circuit MName: h’op to Bottom Router Resst Time:
Logical Port(A): \Leﬂ Top Router Current Time: Thu Mow 7 16:30:52
Logical Port{Bi: \Right Bottom Router Poll Intervaliseci:|B

CIR (Kbits): [1m0
Burst Sizs(kbitsy:  |1838.0
Excess Burst@kbitsrs (0.0
Graceful Diseard:  [On

Cumulative Statistics?

Received{A) Transmitted(A} Received(B) Transmitted(E}

Total Frames 0 0 Total Frames 3208 3356
Green Frames 0 0 Green Frames 3298 3356
finber Frames 0 0 finber Frames 0 0
Red Frames 0 0 Red Frames ] 0
Total Octets 0 o Total Octets 14923700 5007620
Gresn Octets 0 0 Green Dotets 4923700 5007620
Anber Octets 0 0 Anber Octets 0 0
Red Octets 0 0 Red Octets 0 0
Frames Discarded 0 0 Franes Discarded 0 0
Throughput 3

Feceived{A) Transmitted(A} Feceived{B) Transmitted(B}
Bits per second 0.0 0.0 Bits per zecond 1966657.0 [2012518.8
Packets per second  [0.0 0.0 Fackets per second 163.9 168.3
Congestion Statistics:

ReceivediA) Transmitted(Ay Received(B) Transmitted(B}
FECN Frames [] [] FECN Frames [] 3357
BECN Franes 0 0 BECN Frames 0 0
Circuit Utilization A" ()1 |0 Circuit Utilization “B° {2} |96.0

FPort Stats | | LPart Stats | Reset | Close |

Figure 4-26.  Statistics That Result When A is Remote and B is None
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None Remote

| - ‘

Router 1 A B

Router 2

Figure 4-27. PVC Endpoint A Set to None, Endpoint B Set to Remote

Figure 4-27illustrates a PVC loopback that has Endpoint A set to none and Endpo
B set to remoterigure 4-28llustrates the Circuit Summary Statistics that the systen
would generate if endpoint A is set at None and endpoint B is set at Remote.

= Cascade¥iew — Circuit Summary Statistics |-
Circuit Mame: [Top to Bottom Router Reset Time:
Logical Portifi: Left Top Router Current Timet Thu Mow 7 15:30:52
Logical Part{Bi: Right Bottom Router Poll Intervalisech: |5
CIR {Kbits): 1536,0
Burst Size(kbitsy: | 1336.0
Excess BurstiKbitsy: | 0.0
Graceful Discard: on
Cumulative Statistics:
ReceivediA) Transmitted(Ay Received(B) Transmitted(B}
Total Frames 2315 0 Total Frames 0 0
Green Frames 2315 0 Green Frames 0 0
Anber Frames 0 0 Anber Frames 0 0
Fed Frames 0 0 Fed Frames k] 0
Total Octets 3373804 3367272 Total Dctets o o
Green Octets 3373804 8367272 Green lctets [] [
Anber Octets 0 0 Anber Dctets 0 0
Red Octets 0 0 Red Octets 0 0
Frames Discarded 0 0 Franes Discarded 0 0
Throughput 2
ReceivediA) Transnitted(A} Received(B) Transnitted(B}
Bits per second 2035921.2  [2030533.7 Bits per second 0 0
Packets per second  [173.6 173.3 Packets per second |0 0
Congestion Statisticst
Received{A) Transmitted(A} Received(B) Transmitted(E}
FECN Franes 0 2102 FECN Franes 0 0
BECN Frames 0 2116 BECN Frames 0 0
Circuit Utilization "A" (X 0,0 Circuit Utilization “B° &)z |0
PPart. Stats | | LPart Stats | Reset | Close |

Figure 4-28.  Statistics That Result When A is None and B is Remote
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When to Use PVC Loopback
You should use the PVC loopback option if any of the following problems exist:

« Data is not successfully transmitting from one endpoint to the other endpoint c
defined circuit

» There is slow response across a circuit path

» Frames are being lost across a circuit path

What Problems Can PVC Loopback Detect
PVC loopback enables you to determine the following circuit problems:
» Whether or not the logical level of a circuit path is functioning properly
*  Where a fault may exist in the circuit path
» If a congestion problem exists on the circuit path

Refer to the section that follows for more information about how to set a PVC
loopback. Refer ttMonitoring a PVC Loopback” on page 4-4@ more information
about how to view the status of a PVC loopback.
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When you add a PVC, the system automatically assigns a PVC state of None to €
endpoint. Use the following steps to set the state of each endpoint PVC:

1. From the Administer menu, select Cascade Parameét&st All CircuitsU
Point-to-Point. The Set All PVCs On Map dialog box appears.

CascadeView = Set A1l PYCs On Hap

—Defined Circuit Name:

=

- “ - = - “
CIRtkbpe: | 1536,0 |1536,0 SCR{cpsi: |4155 | 41%  Rate Enf Schems: | Sinple | Sinple

7| Backed-Ups

BL(Rbitsd: | 1536.0 | 1536.0 HES(cellls| 423436 | 420436 Delta BC {bits): | 6192 6192
BE(Kbits)s [ 0,0 0.0 PCR{cps: | 4156 4156 Delta BE {bits): | B192 6132

Circuit Priority (Fud/Revi: |1

:
g

Adnin Status: Reroute Balance: Enabled

Oper Status} FActive VPN Name: public

Frivate Met Overflow; Public

Search by Mane: 'ItraFFlc

111H

r—Logical Part:

Switch MName: | southS

LFort Mame: | traffic

LPort Type: | Frame Relay:UNI DCE
Slot 1D 7

PFPort 1D: 7

DLCT Mumbers | 200

Is Tenplate! Custoner Nanst public

r—Logical Port:

Switch Names | protopazd
LPort Mame: | circuit-top
LPort Type: | ATH:UNI DCE
Slot. 1D ]

PFPort 1D: 1

Forward Uo5 Classt WER Hon—Real Time

Reverss oS Class: WER Hon—Real Time
Bandwidth Priority:
Bumping Prioritys

0AH Alarms: Enabled

AT

W 5 i P % S é
Wl = T |PYC Loopback Status rone | none

Fail Reason at endpoint 13

Fail Reason at endpoint 28 Red Frame Percent (Fud/Rev):

:
-

~L_1

Defined Circuit Path:

j Zero CIR Enabled (Fud/Revi: |OFf

:
i

Graceful Discard (Fwd/Rew): | OFF

=
=
=

Actual Circuit Paths

[Not Defined]

[ —

Cell Loss Priority; fr-de
Switch 1i southh

Discard Eligibility; atn-clp

/
hap count = 1 8
Trunk 13 dt-atm-p-s J
/

Translation Type:

i

fdd. .. | ModiFu.,‘l Delete |

VPN Customer |

Get Oper Info Define Path... | Statistics

o
=3
=

Teplate List |

fidd using Tenplate :
( Lest Tenplate |

(lose

:

Endpoint 1
.~ Endpoint 2

Figure 4-29.

Set All Circuits on Map

2. Choose Modify from the Set All Circuits on Map dialog box. The Modify Circui
dialog box appears.
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|
3. Choose the Set User Preference Attributes option. The system then displays t
user preference attributes at the bottom of the Modify PVC dialoghioxré

4-30).

CascadeYiew — Madify PYC

—Logical Port:

r—Logical Port:

Switch Mame: I =0Uthd Switch Name: I protopaz3
LPort Mame: I traffic LPort Mames: I circuit-top
LPort Type: IFrame Relay:UMI DCE LPort Type: IRTN:UNI ICE

LPart Eandwldth:l 1636

LPort Bandwldth:l 40704

Translation Type;
Cell Loss Priority:
Tiscard Eligibility:

OAH Alarms;

Graceful Discard(Fud/Revi:

Fed Frame Percent (Fud/Rev}: [{00
FVC Loopback Status {FudfRew}:r none —

Slet. 10 |7 Slet. 1N |e
PPort, II |7 PRort 1D |1
DLET Mumber: |2oo VRL: |15

VeI |32

Off =

Tioo

Reroute Balancing:

0FF Enabled =
IZU

 —

Bandwidth Priority;

nane -1 Bumping Priority:

il

None
fr-de
atm-clp

Enabled

i

[ Cancel

Figure 4-30.  Setting a PVC Loopback

4. Setthe PVC loopback status for each endpoint and choose OK.

For each endpoint you can use one of the following PVC loopback state optior
None, Local, Remote, or BottiRefer t6PVC Loopback Settings” on page 4-37
for a complete description of the PVC loopback settifigble 4-9 on page 4-45
lists the valid PVC loopback combinations for the endpoint loopback
specifications.
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Use the Circuit Summary Statistics window to monitor a PVC loopback. Refer
the Monitoring a PVC Loopback section that follows for instructions on accessil
the Circuit Summary Statistics window.

> It is not possible to set the loopback status to Remote at both

endpoints of a PVC at the same time. In addition, the Remote
loopback setting does not apply to circuits that originate and
terminate in the same switch.

If both ends of a PVC terminate to user ports on the same node, use
only those combinations marked with an asterisk (*) in Table 4-9.

Table 4-9.  Valid PVC Loopback Combinations
Loopback Status for Loopback Status for
Logical Port 1 Logical Port 2

None None*
Local None*
None Local*
Remote None
None Remote
Both None
None Both
Local Local*
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Monitoring a PVC Loopback

The Show All PVCs on Map dialog box specifies whether or not a PVC loopback
status is in effect. Refer tReviewing the Status of Circuits” on page 2{o® more
detailed information about how to access the Show All PVCs on Map dialog box.

To view the statistics for a PVC loopback, choose the Statistics button from the St
All PVCs on Map dialog boxHigure 4-3). The system then displays the Circuit
Summary Statistics dialog box. See thé&cuit Summary Statistics Example” on
page 8-For more information about displaying circuit summary statistics.

= Cascadsl/iew — Show ALL PYCs On Hap

- <= - - - <
CIR(ths):|153E.O |1535.0 SERcped: |4155 |4155 Rate Ef Scheme: | Sinple | Sinple
BE(Kblts):IlSSE.O |1535.0 MBS(cell):|42S4SE |4234as Delts B (hited: 8132 | @192
ooz [00 [o.0 PeRiopers [u1ss [1%6 melta i Goueor: [orse | [aee

—Tefined Circuit Name

-

Sepngr L Circuit Priority (Fud/Revl:
Admin Status: Reroute Balance: Enabled
Oper Status: Active VPH Mame: public
7| Backed-Up: No Private Net Overflow: Public
Search by Mame: [
Is Template: Mo Customer Mame: public
r—Logical Port: Logical Port:
Forward (o5 Class: YER Mon-Real Time
Suitch Namey IsouthE Suitch Mamey Ipmtopaz3

Reverse (o5 Class: YER Mon-Real Time
LPort Mame: Itr"aFFic LPort Mame: Icircuit—top

Banduidth Prioritys 0
LPort Typez | Frame Relag:UN E LPort Typez | RTI:UNL ICE

Bumping Priority: 0
siet |7 siet 1 |8 P 4

OAM Alarns: Enabled
PPort 1D: I? PPart 1D: Ii
ILET Mumbers |200 YPI: |15 Briicl Fanh Bagont Blzag 2
VLI |32 PYC Loopback Statusy none none
Fail Reason at endpoint 13 Fail Reason at endpoint 23 Red Frame Percent {Fud/Rew}:
|]ZE!"D CIR Enabled {Fud/Rev}: | OFF
Defined Circuit Paths Actual Circuit Path; Graceful Discard (Fud/Rev): | OFF

: Y
(Mot Tefined] hop count = 1 _
Trunk 13 dt-atmp-s J Cell Loss Priorityr fr-de
f

Ll

Switeh  1: southd
Digcard Eligibilitys atm-clp
Translation Type: None

o | statistics | ws | Close |

[ I

Figure 4-31. Show All PVCs on Map
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Generating Statistics and
Reports

CascadeView/UX generates statistical information for a selected physical port, logi
port, circuit, or trunk. This chapter describes how to set the polling interval that is u:
to retrieve statistical data. In additiorgble 5-1 on page 54sts the chapters in this
section that describe how to display real-time statistics that you can use to monitor
troubleshoot the Cascade network. This chapter also describes how to use scripts
the CascadeView/UX NMS to generate network, circuit, node, or trunk reports.

Setting the Polling Interval

The Polling function sets the time interval for the collection of all statistical data
during the current session of CascadeView/UX.

To reset the time interval for the current session of CascadeView/UX seledt Misc
Cascade Time Intervals Set Statistics Time Interval.

CascadeView/UX then displayise Change Statistics Polling Interval dialog box
shown inFigure 5-1
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l='| Change Statistics Polling Interval

Current Interwal (zechi

New Interval {seci: I

Figure 5-1. Change Statistics Polling I nterval Dialog Box

Generating Summa ry Statistics

Sunmay datistics displayred-time gatistical information in atabular format for
various retwork objects.

Summary Statistics Types

The statistical data thdhe systen retrievesis depedenton your custom selecins as
the foll owing list describes:

Physical port 0 Shows the bits and frames beg sert and recesedover the
selected plisical port

Logical port [0 Showsthe error odes thahave been redeed by the selected
logical port.

Circuit O Shows the bytes and frames seait and ecevedoverthe selected ciraiit.
Trunk O Showsthe bi-directimal use of the selected trimt a gven point in
time.

In addition, the chanelized DS module enables you taview a rumber of
different summayy statgtics that are not piovided for theother modules.

> Summary statistics are displayed but not stored on the NMS. You can use

the Bulk Statistics for UNIX product to store statistical data for later use.
Refer to the Bulk Statistics Collector for B-STDX/STDX document for
more information about this product.
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Table 5-1lists the references to each of the different type of summary statistics
along with the description of the statistics type.

Table 5-1.  Types of Statistics

See For Information About

Chapter 6, “Logical and Physical Physical port summary statistics and Frame
Port Statistics” Relay and SMDS logical port summary
statistics for all modules other than the
channelized DS3.

Chapter 7, “Channelized DS3 | Channelized DS3 physical and logical port
Statistics” summary statistics.

Chapter 8, “Trunk and Circuit | Trunk, circuit, and circuit quality of service
Statistics” statistics.

Generating Reports

Using Scripts to Generate Reports

Table 5-2describes the scripts that you can run to generate reports at the network
node, circuit, or trunk level.

> You must have the Sybase SQR package installed before you can run
these scripts.

Be sure to run the script from your home directory. The scripts shown in
Table 5-2 will attempt to write to the current directory. Errors occur if you
do not have write permission for the directory.

These scripts create the report (with a.lis extension) in the directory where
the report is run.
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Table 5-2. Commands Used to Generate Network Reports

Report Script Command Report Name Description
/opt/CascadeView/bin/cv-network-rpt.sh  allnetwork.lis Network report
/opt/CascadeView/bin/cv-circuit-rpt.sh allckt.lis Circuit report
/opt/CascadeView/bin/cv-node-rpt.sh allnode.lis Node report
/opt/CascadeView/bin/cv-trunk-rpt.sh alltrk.lis Trunk report

Using the CascadeView/UX Report Menu to Generate Reports

The CascadeView/UX Report menu contains Generate and View submenus to en
you to generate and view the following types of reports:

Single Node Report
All Node Report
Network Report
Trunk Report

Circuit Report

Table 5-3describes each of the Generate and View report options. The system
generates an error message if you attempt to use the View option to view a honexi
report before the report has been generated.
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Table 5-3.  Generate and View Report Options

Report Option Description

Generate or View Single | To select this option:

Node Report «  First click the mouse on a node to select the node for

use in a report.
* Then select the Report menu option.

The system enables you to view the report while it is
generating. The system saves the node report in a file jand
uses the node name as the prefix of the filename.

Generate or View All Nodes After you select this option, no further input is required
Report All nodes in the NMS database (specified in
cascadeview.cfg) are applied in the report.

Generate or View Network | When you select this option the system prompts you fa
Report the network number. If you specify the network number,
the system generates a report for the one specified
network. If you press Enter without specifying a network
number, the system generates a report for all networks.
The network report is available for viewing until the
Generate option is selected to generate another report.

=

Generate or View Trunk When you select this option the system prompts you for
Report the network number. If you specify the network number,
the system generates a trunk report for the one specified
network. If you press Enter without specifying a network
number, the system generates a trunk report for all

networks. The trunk report is available for viewing until
the Generate option is selected to generate another report.
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Table 5-3.  Generate and View Report Options (Continued)

Report Option Description

Generate or View Circuit | When you select this option, the system prompts for the
Report network number. If you specify the network number, th
system generates a circuit report for the one specified
network. If you press Enter without specifying a network
number, the system generates a circuit report for all

networks. The circuit report is available for viewing unt
the Generate option is selected to generate another report.

[

Transparency All reports are sent to thpt/CascadeView.var/cvReport
directory of the user's HOME.

Diagnostic and Troubleshooting Guide for B-STDX/STDX




Logical and Physical Port

Statistics

This chapter describes the following types of summary statistics for modules othe
than the Channelized DS3 module.

* Physical Port Summary Statistics

* Frame Relay Logical Port Summary Statistics
 SMDS Logical Port Summary Statistics

e ATM IWU Logical Port Summary Statistics

SeeChapter 7, “Channelized DS3 Statistidsef information about channelized DS3
statistics.

See the€CBX 500 Network Administrator's Guifier information about monitoring
logical port summary statistics on the CBX 500.

Diagnostic and Troubleshooting Guide for B-STDX/STDX




Displaying Physical Port Summary Statistics A
ASCEND

Displaying Physical Port Summary Statistics

Use the following steps to generate Physical Port Summary Statistics:

1.

Figure 6-1.

On the network map, select the appropriate switch icon. The selected object
appears highlighted.

From the Monitor menu, select Cascade Objéc8how Detail. The system then
displays the Switch Back Panel dialog box as showigare 1-6

Select the physical port and choose Get Attributes. The system then displays
Show Physical Port Attributes dialog box.

Choose Statistics. The Physical Port Summary Statistics dialog box appears
shown inFigure 6-landFigure 6-2 Table 6-1describes each of the fields on this

dialog box.

='| CascadeView — Physical Port Summary Statistics |=‘

Switch Mame: Reszet Time:
1P Address: 165,5,10,1 Current Time: Thu fug 23 15:44348
PPort 10 Poll Interval(sech: [5

i

Cumulative Statistics:

Received

Transmitted

Number of Octets

158392

4027402208

Number of Frames

37514

E0434467

Frames Discarded

0

Frame Ertors

26

Throughput ;

i

Received

Tranzmitted

Bits per second

7.6

1497561.9

Frames per second

0.2

332.3

Physical Port Utilization (233

Reset | | Close |

Check for errors.

Physical Port Summary Statistics, Example 1
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==| CazcadeYiew - Physzical Port Summary Statiztics |u
Switch Mame: Jefferson Reset Time:
IP Address: 152,148,236,1 Current Time: Mon Feb 24 15:51:09
PPort ID: 6.1 Pall Intervalisec); |5
Cunulative Statistics:
Received Transmitted
Humber of Octets 307920 38111428
Humber of Frames 086204 906897
Frames Discarded 243 0
Frame Errors 0 0
Humber of Cells 1213797 1260853
Cell Errars 280 - | Check for errors
EE—
Output. Buffer Dizcarded Cells 0 —
Throughput.
Received Transmitted
Bits per second b5, 1 b5, 1
Frames per second 2,2 2,2
Cells per second 2.1 2.4
Phyzical Port Utilization (X): |0,0
Reset | Close |

Figure 6-2. Physical Port Summary Statistics, Example 2

> The physical port utilization field measures the amount of traffic queued

for transmission on a physical port as a percentage of the physical port
bandwidth. It does not measure the amount of bandwidth of the physical
port being used. For this reason the value displayed in the physical port
utilization field can exceed 100%.

> The fields that the Physical Port Summary Statistics dialog box displays

vary depending on the type of card you are currently displaying statistics
for. Table 6-1 lists and describes all of the fields that can be displayed in
the Physical Port Summary Statistics dialog box.
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Physical Port Summary Statistics Descriptions

The Physical Port Summary Statistics dialog box displays data in separate columr
reflect the transmission and receipt of data on the physicalGuortulative
Statisticslist the number of each type of cell or frame (received, transmitted, or
tagged due to an error). In addition, theoughput fields display the bits, frames, or
cells per second for the physical pdrble 6-1lists and describes each physical port

summary statistic

> A warm boot clears all of the cumulative statistics and resets the counters.

Table 6-1.  Physical Port Summary Statistics Field Descriptions

Field

Description

Identifying Fields

Switch Name Displays the name of the switch for which you are
viewing the diagnostic information.

IP Address The internal IP address of the switch.

PPort The ID that identifies this physical port.

Reset Time The time that the Reset command button was las

selected to reset counters.

t

Current Time

The current system time.

Poll Interval (sec)

The time interval for the collection of statistical dg
Refer to"Setting the Polling Interval” on page 5fdr
details about how to set this value.

Cumulative Statistics

Number of Octets

The total number of octets (bytes) received and
transmitted since the last reset.
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Table 6-1.  Physical Port Summary Statistics Field Descriptions (Continued)

Field

Description

Number of Frames

The total number of frames received and transmitted

since the last reset.

Frames Discarded

The total number of frames discarded since the
reset. If the system is discarding frames, graceful
discard is set to OFF. The switch does not discard
frames if graceful discard is set to ON. The gracef
discard option value is set during the configuration
a circuit.

ast

Il
of

Frame Errors

The total number of frame errors. This value incly
all green, amber, and red frame errors.

des

Number of Cells

The total number of cells received and transmitte
the port since the last reset.

d by

Cell Errors

The total number of cells that were received with g
Header Error Control (HEC) error. A HEC error
indicates a discrepancy between what the port
expected in the header and what was actually recei
The number of cell errors is indicated in the Receiy
column.

A

ved.
ed

Output Buffer Discarded
Cells

The number of discarded cells

Throughput Statistics

Bits per Second

The total number of bits received and transmitted
second.

eac

Frames per Second

The total number of frames received and transmn
each second.

ittec

Cells per Second

The total number of cells received and transmitte
each second.

d
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Table 6-1.  Physical Port Summary Statistics Field Descriptions (Continued)

Field Description

Utilization Statistic

Physical Port Utilization | The amount of traffic queued for transmission on a
(%) physical port measured as a percentage of the physica
port speed. This value does not measure the amount o
bandwidth of the physical port being used. For this
reason, the value displayed in this field can exceed
100%.
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Displaying Logical Port Summary Statistics

To display logical port summary statistics:

1. On the network map, select the appropriate switch icon. The selected object
appears highlighted.

2. From the Monitor menu, select Cascade Objéc8how Detail. The system then
displays the Switch Back Panel dialog box.

3. Select the physical port. The system then displays the Show Physical Port
Attributes dialog box.

4. Choose the Logical Port option. The system then displays the Show All Logicz
Ports in PPort dialog boXable 6-2 on page 6-describes each of the fields for
this dialog box.

= Cascadeliew — Show A1l Logical Ports in PPort
Switch Names | parkf Switch 1Dy | 20,1 Slot 107 |4 PPort 1D |2
Logical Port Slot PPort Interface LFort Service Tupe: Frame Relay
Nane I ID  Nuwber ID -
Ay LPort Type: UNI DCE

YPN Nane: public

Custoner Mame; public

Oper Status: Up

Loopback Status:

£ Last Inwalid DLCI: |0

view Adninistrative | Attributes

Logical Port. Name: hssi-loop fidmin Status: Up
CIR Be/Routing Factors A Ty
R 50 10 Net Duerflows Public
BET 5 SR (rocl ins

Is Tenplate: o
Bit StufFing: oFF Banduidth (Kbpsi: | 1536,000

VPN Custamer. . . | Get Oper Info | Tiagnose, .. |
oe | Statistics... |
Close

Figure 6-3. Show All Logical Ports in PPort Dialog Box
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Displaying Logical Port Summary Statistics

Show All Logical Ports in Physical Port Fields

Field

Description

Switch Name

Displays the name of the switch for which you are view
the diagnostic information.

Switch ID The ID assigned to this switch.

Slot ID The back panel physical slot number where the I/O mod
that contains the selected logical port is installed.

PPort ID The ID number of the selected physical port.

Logical Port List

The list of logical ports that are defined for the selected
physical port.

Lport Type

The logical port configuration type.

VPN Name

A virtual private network (VPN) name. Refef\t&@N
Overview” on page 2-3for detalils.

Customer Name

The name of the customer using the VPN.

Can Backup
Service Name

Displays either Yes or No to specify whether or not this
logical port can be backed up to a service name binding

Admin Status

A value dip indicates that the logical port is activated. A
value ofDownindicates that thport has never been
activated or that the logical port is off-line so that
diagnostics can be run to test the port. A logical port with
Admin Status oDownis not operational.

Loopback Status

(DS3 only)The default value for this field rsone If you

ng

ule

an

enable diagnostic loopback tests, this field displays the DS3
card’s loopback status. A loopback test enables you to test

the physical path for data transmission by looping back

traffic in one or both directions. For more information about

loopbacks, se€hapter 4, “Loopbacks”

Diagnostic and Troubleshooting Guide for B-STDX/STDX




Displaying Logical Port Summary Statistics A
ASCEND

Table 6-2.  Show All Logical Ports in Physical Port Fields (Continued)

Field Description

Oper Status Indicates whether the selected port is operationally Up|
Down, or Unknown. Unknown indicates that the NMS is
unable to contact the switch to retrieve status.

Is Template Displays either Yes or No to indicate whether you can yse
this logical port configuration as a template.

Net Overflow Display$Publicif the customer is allowed to use a public
trunk in the event of overflow or trunk failure. Displays

Restrictif the customer is restricted to only other private
trunks during overflow or trunk failure. For more details, see
“Private Net Overflow” on page 2-33

5. Choose Statistics from the Show All Logical Ports in PPort dialog box. The
system then displays either the SMDS Logical Port Summary Statistics dialog t
shown inFigure 6-4or the CascadeView Logical Port Summary Statistics (for
Frame Relay statistics) shownkigure 6-6

For detailed information about the SMDS Logical Port Summary Statisticsabke
6-3 andTable 6-4

For detailed information about the Frame Relay Logical Port Summary Statistics,
refer to“Frame Relay Logical Port Summary Statistics” on page.6-23
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SMDS Logical Port Summary Statistics Example

>

Figure 6-4illustrates the SMDS logical port statistics.

='| CascadeView - SMIS Logical Port Statistics |ﬂ

|

Switch Name: |Naple_1 | Reset Tiney

IP fddresst [ 195.5,10.1 | Current Time: Thu fusg 29 15:43:00
LPort Mamer  |Map3.3 | Porl Intervalcsecs:

Cumulative Statistics:

Received Transmitted Received Transmitted
Hgmt. Frames 37492 27091 IA Frames 2 0
Hgmt Bytes 149968 150364 IA Bytes 0344 0
Tata Frames 2 E0413034 GA Frames 0 E0412034
Tata Bytes 0344 4008163488 | GA Bytes 0 4008217328
~-_| Is the port transmitting
Throughput ~| and receiving?
Received Tranhsmitted ——
Data Framez per sec 0,0 3366
lata Bytes per sec 0.0 185834.1
Invalid Mgmt Link ID Count: 1 Invalid Mgmt Station ID Count; 0
Invalid Mgmt Comm/Response Countt |0 Irnvalid Mgmt Addr Ext Count? 0
Inwalid Mgmt Control Count: 1] Mgmt Frame Size Error Count? 0
Invalid Reserve Field Count: 1] BE Tag Mismatch County 0
Incorrect BA Size Count: 0 Inwalid BA size count: 0
BA Size Mismatch Count: o Irwalid DA Type Count: 0
Invalid DA Count: 1] Irwalid 5A Tupe Counts 0
Irwalid 5A Count: 0 Irwalid Hd- Ext Len Count: 0
Invalid Hdre Ext Yersion Count: 0 Invalid Hdr Ext Carrier Count: !
CRC Error Countt 0 Irwalid Trailer Reserwe Count! 0
SA Mot Found Countt 2 SA Validation Fail Count? 0
SA DA On Same Port Error Count: 0 Dest IA Mot Found Count: 0
Dest GA not Found Count: 0 Source IA Scresn Fail Count: 0
Dest A Screen Fail Count: 0 Dest GA Screen Fail Count: 0
Total Discard Frame Count:
Logical Port Rec Util{Z): Logical Port Trans Util{¥): 79,1
| FPort Stats | | Diagnose SMDS PIU | | Reset | | Close |

Figure 6-4. SMDS Logical Port Summary Statistics Example

The Logical Port Utilization field measures the traffic queued for
transmission on a logical port as a percentage of the logical port speed.
It does not measure the amount of logical port bandwidth. Therefore,
the Logical Port Utilization field value can exceed 100%.

The CascadeView/UX NMS does not report values for the IA frame and
GA frame counts for pre-4.2 switches.
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Table 6-3lists and describes all of the identifying, cumulative, and throughput
information at the top of the SMDS Logical Port Summary Statistics dialogrbbbe
6-4 describes each of the summary statistics showinjime 6-4

Table 6-3.  SMDS Identifying, Cumulative, and Throughput Descriptions

Field Description

Identifying Fields

Switch Name Displays the name of the switch for which you are
viewing the diagnostic information.

IP Address The Ethernet IP address of the switch.

LPort Name The name that identifies this logical port.

Reset Time The time of the last reset of the statistics.

Current Time The current system time.

Poll Interval (sec) The time interval for the collection of statistical data.

Refer to"Setting the Polling Interval” on page 5fdr
details about how to set this value.

Cumulative Statistics

Number of Managemenk The total number of management frames received and
Frames transmitted since the last reset.

Number of Management The total number of management bytes received angd
Bytes transmitted since the last reset.

Number of Data Frame$ The total number of data frames received and
transmitted since the last reset.

Number of Data Bytes The total number of data bytes.

Throughput Statistics

Data Frames per second The total number of data frames received and
transmitted each second.

Data Bytes per second The total number of data bytes received and trangmiti
each second.
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SMDS Logical Port Summary Statistics

The SMDS Logical Port Summary Statistics dialog box provides three different tyy
of summary statistics about each logical port:

SMDS PDU Violation Statistics (S) CascadeView/UX increments a counter
every time an SMDS Protocol Data Unit (PDU) violation takes place on a logic
port. Ten separate counters are provided for each logical port. These counters
record the 10 SMDS PDU checks that the systbmays performs during the
switching of an SMDS packet.

Protocol Error Checking Statistics (P)0 These statistics are recorded only
when you set the Protocol Error Checking parameter to on. (This value is set
through CascadeView/UX when you add the logical port). If this value is@gt to
complete protocol error checking occurs. If it is satffpnone of these statistics
are recorded.

Unsupported Statistics (U)J Statistics that are not used or not currently
supported.

Table 6-4lists and describes each of these statistics. In addition, this table specifies
type of summary statistic in the Type column by indicatin® &or SMDS PDU
Violation Statistics, & for Protocol Error Checking Statistics, ant dor

Unsupported Statistics.

> “The number of times” in the Description field refers to the total number
of frames counted since the system up time of the card.
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SMDS Logical Port Summary Statistics Description

Table 6-4. SMDS Logical Port Summary Statistics

Type Statistic Description

P BA Size Mismatch Count The number of times that the SMDS Interface
Protocol (SIP) Level 3 PDU Buffer Allocation

(BA) size in the header and trailer did not match.
The BA size value resides in the header; the BA
length value resides in the trailer. The BA size
value must equal the length value of the frame or a
mismatch count is recorded.

P BE Tag Mismatch Count The number of times that the SMDS Interface
Protocol (SIP) Level 3 PDU Beginning and End
(BE) tag did not match. A BE tag resides in both
the leader and the trailer portions of a frame. The
value is incremented by one for each frame that is
transmitted from 0-255. After the 255th frame, the

counter is reset to 0. The value of the BE tag in fthe
header and trailer should be equal. If not, the BE
Tag Mismatch Count increments.

CRC Error Count Not used.

Dest GA Not Found Count  The number of times that the Destination Grqup
Address (GA) was not found because the switch
configuration did not specify the destination GA\.

S Dest IA Not Found Count The number of times that the Destination
Individual Address (IA) was not found because the
switch configuration did not specify the
destination IA.
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Table 6-4. SMDS Logical Port Summary Statistics (Continued)

Type Statistic Description

S Dest IA Screen Fail Countl  The number of times that the Destination
Individual Address (IA) screen failed. Each time a
packet that is transmitted by a user device enters a
Cascade switch, it is screened at the Ingress port.
This screening verifies that the packet’s source
destination IA is authorized for a particular
end-user port. The destination IA field is screened
upon Ingress to check whether or not the
destination is authorized to communicate with the
source.

S Dest GA Screen Fail Count The number of times that the Destination Group
Address (GA) screen failed. Each time a packet
that is transmitted by a user device enters a
Cascade switch, it is screened at the Ingress port.
The destination GA is screened upon Ingress to
check whether or not the destination is authorized
to communicate with the source.

P Incorrect BA Size Count The number of times that the SMDS Interface
Protocol (SIP) Level 3 PDU Buffer Allocation

(BA) size was invalid. For ease of process, the BA
size must be divisible by 4. A BA size that is not
divisible by 4 indicates that a packet is incorrectly
padded.

P Invalid BA Size Count The number of times that the SMDS Interface
Protocol (SIP) Level 3 PDU Buffer Allocation
(BA) size was invalid. As noted in the previous
statistic, the BA size must be divisible by 4. In
addition, when 12 is added to the BA size valug,
the result must be equal to the total number of
bytes in the frame. If it is not equal, the BA size
considered invalid.

S

U Invalid DA Count Not used.
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Table 6-4. SMDS Logical Port Summary Statistics (Continued)

Type Statistic Description

P Invalid DA Type Count The number of times that the Destination Address
(DA) type was invalid. E.164 addresses start with
either ark or aC prefix. AnE indicates a group
address (GA). A indicates an Individual Address
(IA). A destination address can start with either|a
C or anE. Any other prefix is caught by the
counter as an invalid type.

U Invalid Hdr Ext Carrier Not used.
Count
P Invalid Hdr Ext Len Count| The number of times that the SMDS Interface

Protocol (SIP) Level 3 PDU Header Extension
Length (HEL) was invalid. The HEL value resides
in the header of the frame. A valid value for the
HEL is 03. If the HEL value is anything other than
03, the frame is dropped and the Invalid Hdr Ext
Len Count value increments.

U Invalid Hdr Ext Version Not used.
Count

P Invalid Mgmt Addr Ext The number of times that the Data Exchange
Count Interface (DXI) Level 2 PDU Address Extension

(AE) field was invalid. The AE bit is the least
significant bit (LSB) of the DXI frame and is
reserved to be a 1. If this bit is ever a 0, the packet
is dropped. Possible causes of this condition are:
1. Routers that are incorrectly configured.

2. It is possible that the AE bit (being the LSB)
was squashed by either the line or by a user deyice
(including a Cascade user device).
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Table 6-4. SMDS Logical Port Summary Statistics (Continued)

Type Statistic Description

P Invalid Mgmt The number of times that the Data Exchange
Comm/Response Count | Interface (DXI) Level 2 PDU command/response
field was invalid. This situation occurs if Cascade
cannot communicate with the user device or if the
user device is dead. If the heartbeat poll optionl|is
Yes, and the router doesn't respond after five
consecutive fail counts, a trap is sent and the count
value increments. Minimally either the Cascade|or

the user device must have the keep alive option set

to on.
P Invalid Mgmt Control The number of times the Data Exchange Interface
Count (DXI) Level 2 Protocol Data Unit (PDU) control

field was invalid. The Level 2 PDU control field is
a one-octet field that identifies the frame type.
There are two possible frame types, Ul and Test.
When the switch receives a frame, the system
checks the Level 2 PDU control field for a value |of
03 (indicating a Ul frame type). If a value of 03 |s
not found, the Poll Final (P/F) bit is set and the
system checks for a value of F3 (indicating a Test
frame type). If a value of F3 is found, the frame|is
sent. If neither the 03 nor the F3 value is found, the
Invalid Mgmt Control Count increments.

S Invalid Mgmt Link 1D The number of times that the Data Exchange
Count Interface (DXI) Level 2 Protocol Data Unit (PDU)
link ID was invalid. The fourth bit of the Level 2
PDU link ID determines whether the packet is g
management or data frame. A value of O indicates
a data frame, 1 indicates a management frame
(heartbeat poll).
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Table 6-4. SMDS Logical Port Summary Statistics (Continued)

Type Statistic Description
P Invalid Mgmt Station ID The number of times that the Data Exchange
Count Interface (DXI) Level 2 PDU station ID was

invalid. This bit determines whether the packet |s
either destined for or originated from a Data
Service Unit (DSU). A value of 1 indicates that the
packet is destined for a DSU. A value of 0
indicates that the packet originated from a DSU; If
this bit is incorrectly set, the frame is dropped.

P Invalid Reserve Field Count The number of times that the SMDS Interface
Protocol (SIP) Level 3 PDU reserved field in the
header was invalid. There is a one-byte reserve
field in the header that is populated with 0’'s. Any
other value is invalid and points to a corrupted
frame, and the possibility of a bad line.

U Invalid SA count Not used.

Invalid SA Type Count The number of times that the source address [(SA
type was invalid. The only valid SA prefix is the
letter C. The counter flags any other prefix.

P Invalid Trailer Reserve The number of times that the SMDS Interface
Count Protocol (SIP) Level 3 PDU reserved field in the
trailer was invalid. The reserved field in the trailer
is a one-byte field that is populated with 0’'s. Any
value other than 0 is considered invalid and the
frame is dropped.

D
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Table 6-4. SMDS Logical Port Summary Statistics (Continued)

Type Statistic Description
S Mgmt Frame Size Error | The number of times that a Data Exchange
Count Interface (DXI) Level 2 PDU frame size error

occurred. This statistic checks to see if a frame|is
greater than a specified minimum of 2 bytes for|
management frames and 40 bytes for data frames.
The counter flags any frames that are less than the
specified minimum as errors. You should also npte
thatif protocol error checking is set to péind this
counter is incrementing, tHeames that are in
error are data frames

S SA DA on Same Port Errof The number of times that the Source Address ($A)
Count and the Destination Address (DA) were on the
same port. This is an invalid condition, check the
configuration.

S SA Not Found Count The number of times that the Source Address|(SA
was not found. The counter increments whenever a
Protocol Data Unit (PDU) is received with an
E.164 address that is not configured within the
SMDS Access Server.

S SA Validation Fail Count The number of times that the Source Address|(SA
validation failed. This count value increments
whenever Cascade receives a PDU with an E.164
address that exists within the SMDS Access Server
but is not assigned to the DXI/SNI port that
received the PDU.

S Source IA Screen Fail The number of times that the source Individual
Count Address (IA) screen failed. Each time a user

device transmits a packet that enters a Cascad
switch, the packet is screened at the Ingress part
and at the Egress port. The screening at the Egress
port verifies that the packet’s source 1A is
authorized for a particular end-user port.

[1°]

=
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Viewing SMDS PDU Statistics

To view SMDS PDU statistics, choose Diagnose SMDS PDU from the SMDS Logic
Port Statistics listing shown iFigure 6-4 on page 6-1The system then displays the
following SMDS PDU statistics shown ifgure 6-5

A| CazcadeYiew - Diagnose SMDS PDU | -

Switch Mame: |Lowell
IP Address: 153,5,10,2 Current Time: Mon Sep 30 16313330
LPart Mame; |Low3.4 Pall Intervalisec); |5

SIP3 Header Information of Last SMDS PDU to cause SMDS Address Violationg

SMDS Address Violation Destination Address | Source Address

Dest GA Mot Found Cae000000000AN0MN0 Cae000000000AN0MN0
Dest IA Mot Found Cae000000000AN0MN0 Cae000000000AN0MN0
Invalid IR Type Cae000000000AN0MN0 Cae000000000AN0MN0
Invalid 5A Type Cae000000000AN0MN0 Cae000000000AN0MN0

D¥I2 Header Information of Last SMDS PIU to cause DIXI Wiolation:

DI Yiolation DXI Header
Irwalid Mgmt Link ID Q0000000
Irwalid Hgmt Comm/Resp Q0000000
Irwalid Mgmt Control Q0000000
Irwalid Mgmt Station ID Q0000000
Irwalid Hgmt Addr Ext Q0000000

PPort Stats | Close

Figure 6-5. Diagnose SMDS PDU Dialog Box

Table 6-5describes each of the statistics showRiiure 6-5
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Table 6-5. SMDS PDU Diagnostic Statistics

Violation Description

SMDS Address Violations

Dest GA Not Found The value that was specified for the Destination
Group Address (GA).

Dest IA Not Found Count The value that was specified for the Destinatipn
Individual Address (1A).

Invalid DA Type The value of the SMDS Interface Protocol (SIP|
Level 3 PDU Destination Address (DA). E.164
addresses should start with eitheraar aC
prefix. AnE indicates a group address (GA)CA
indicates an Individual Address (l1A). A destination
address can start with eitheCar anE. Any other
prefix is caught by the counter as an invalid typs

D

Invalid SA Type The value of the source address (SA) type. The
only valid SA prefix is the lette€. The counter
flags any other prefix.

DXI Level 2 Header

Information

Invalid Mgmt Link 1D The value for the DXI Level 2 PDU link ID. The

fourth bit of the Level 2 PDU link ID determines
whether the packet is a management or data frgme.
A value of 0 indicates a data frame, 1 indicates|a
management frame (heartbeat poll).

Invalid Mgmt Comm/Resp| The value for the DXI Level 2 PDU
command/response field. The value in this field
invalid if Cascade cannot communicate with the
user device of if the user device is dead.

S
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Table 6-5. SMDS PDU Diagnostic Statistics (Continued)

Violation

Description

Invalid Mgmt Control

The value for the DXI Level 2 PDU control field.

The Level 2 PDU control field is a one-octet fiel
that identifies the frame type. There are two
possible frame types, Ul and Test. There are tw
possible frame types, Ul and Test. When the
switch receives a frame, the system checks the
Level 2 PDU control field for a value of 03
(indicating a Ul frame type). If a value of 03 is n
found, the Poll Final (P/F) bit is set and the syst
checks for a value of F3 (indicating a Test fram
type). If a value of F3 is found, the frame is sent
neither the 03 nor the F3 value is found, the Inva
Mgmt Control Count increments.

Invalid Mgmt Station ID

The value for the DXI Level 2 PDU station ID.
This bit determines whether the packet is either
destined for or originated from a Data Service U
(DSU). A value of 1 indicates that the packet is

o

If
ilid

nit

destined for a DSU. A value of 0 indicates that the

packet originated from a DSU. If this bit is
incorrectly set, the frame is dropped.

Invalid Mgmt Addr Ext

The value of the DXI Level 2 PDU Address
Extension (AE) field. The AE bit is the least
significant bit (LSB) of the DXI frame and is
reserved to be a 1. If this bit is ever a 0, the pag

is dropped. Possible causes of this condition arg:

1. Routers that are incorrectly configured.

2. Itis possible that the AE bit (being the LSB)
was squashed by either the line or by a user de

ket

vice

(including a Cascade user device).
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Frame Relay Logical Port Summa ry Statistics Example

Figure6-6 illustrates the Frame Relay logi@l port statgtics.

CascadeView - Logical Port Summary Statistics

P

Suitch Mame: | south3

Reset Timey

Address: [ 153.11,10,2

Current Time: |Fri Sep 27 11340754

LPort. Hame: |DlSCD1 Intervalisectt |5
Is the port
Cunulative Statistics: Throughput s transmitting and
Received Tranzmi tted I Received Tranzmitted receiving?
Nunber of Octets BI6IETE2 69646508 A“'E{per second 13,5 13.5
Mumber of Packets 1944566 1944441 ‘Packets per zecond 0,1 0,1
Packets Discarded k] [
Packet Errors 0 0
ITE Status Frames Receiwed: 0 ICE Status Frames Transmitted: 14497
DTE Full Status Frames Received: 1 DCE Full Status Frames Transmitted: 2300
ITE Async Status Frames Received: 0 ICE Async Status Frames Transmitted: 18
DTE Error Frames Received: 0 DCE Error Frames Received: 0
ITE Status Enquiry Frames Transmitted; 0 ICE Status Enquiry Frames Received: 17397
ITE Status Enquiry Frames Error Count: 0 ICE Status Enquiry Frames Error Countd 0
DTE Fail Count: 0 DCE Fail Count: 0 Check LMI

operator status.

LHI Operator Status;

LHI Error Frames Received;

Logical Port Trans Util{¥):

Logical Port Rec Util(d):

PRort, Stats Reset | Close |

Figure 6-6.  Frame Relay LogicalPort Summary Statistics Example

The Logical Port Utilization field measures the amount of traffic queued
for transmission on a logical port as a percentage of the logical port
speed. It does not measure the amount of bandwidth of the logical port.
For this reason, the value that the system displays in the Logical Port
Utilization field can exceed 100%.

>

If the link management interface (LMI) protocol is disabled, the system
does not display any DTE or DCE statistics for the logical port. You
specify the LMI interface protocol when you define the parameters for a
logical port. Refer to the Network Configuration Guide for
B-STDX/STDX for more information about defining the LMI protocol for
a frame relay logical port.
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Frame Relay Logical Port Summary Statistics

Table 6-6lists and describes the frame relay logical port summary statistics shown
Figure 6-6 Table 6-6includes DTE as well as DCE statistics. The type of statistics
that the system displays for a logical port depend on the type of logical port you a

using:

UNI-NNI logical port —the system displays both DTE as well as DCE statistics.

UNI-DCE logical port — the system displays only DCE statistics.

UNI-DTE logical port — the system displays only DTE statistics.

Table 6-6.

Frame Relay Logical Port Summary Statistics

Field

Description

Identifying Fields

Switch Name

The name of the switch associated with the logical port,.

IP Address The Ethernet IP address of the switch.
LPort Name The name that identifies this logical port.
Reset Time The time of the last reset of the statistics.

Current Time

The current system time.

Poll Interval (sec)

The time interval for the collection of statistical data. R¢
to“Setting the Polling Interval” on page 5fdr details about
how to set this value.

Cumulative Statistics

Number of Octets

The total number of octets (bytes) received and transm
since the last reset.

Number of Packets

The total number of packets (frames) received and
transmitted since the last reset.

Packets Discarded

afer

ittec

The total number of packets (frames) received and disgard
since the last reset. This value is specified in the Received

column.
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Table 6-6. Frame Relay Logical Port Summary Statistics (Continued)

Field Description
Packet Errors The total number of packet (frame) errors received singe th
last reset. This value is specified in the Received column.
Throughput Statistics
Bits per second The total number of bits received and transmitted each
second.
Packets per second The total number of packets (frames) received and

transmitted each second.

DTE Statistics

DTE Status Frames The number of LMI Status frames received on this logica
Received port from the DCE device. This only includes Status frames
with a report type of LIV (link integrity verification).

DTE Full Status Frames | The number of LMI Status frames received on this logica
Received port from the DCE device. This only includes Status frames
with a report type of Full. Full Status frames include the
status (for example, active or inactive) of each PVC
configured on the DCE device for this link.

DTE Async Status Frames The number of Asynchronous LMI Status frames received
Received on this logical port from the DCE device. For logical port
configured for ANSI Annex D or CCITT Annex A, this

count includes only Status frames with a report type of
Async. For logical ports configured for LMI Revision 1, this
count includes only the number of Update Status messages
received from the DCE device.

[%2)

DTE Error Frames The number of LMI Status frames received (either LIV of
Received FULL) which contained either an invalid receive sequence
number (NJ or an invalid send sequence number (Ns).

If the system displays any value other than zero for this field
it is an indication of a problem.
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Table 6-6. Frame Relay Logical Port Summary Statistics (Continued)

Field

Description

DTE Status Enquiry
Frames Transmitted

The number of LMI Status Enquiry frames transmitted on

this logical port. This includes both LIV and FULL Status
Enquiry messages.

DTE Status Enquiry
Frames Error Count

The total number of LMI errors on this logical port. Thes
errors include the following:

* Error frames received from the DCE device

e The number of times a Status frame (LIV and FULL)
wasn'’t received in response to a Status Enquiry. An €
is counted each time a Status Enquiry is transmitted,
Status message was not received since the last Stat
Enquiry was sent.

If the system displays any value other than zero for this fi
it is an indication of a problem.

DTE Fail Count

The number of times the LMI protocol declares the link
be down. The protocol declares the link as down if N392
of N393 events are in error. The DTE Status Enquiry Fra
Error Count statistic outlines the reasons for counting a
condition as an error.

DCE Statistics

DCE Status Frames
Transmitted

The number of LMI Status frames transmitted on this log
port. This statistic includes all Status frames with a repo
type of LIV (link integrity verification).

DCE Full Status Frames
Transmitted

The number of LMI Status frames transmitted on this log
port from the DCE device. This statistic includes all Stat
frames with a report type of Full. Full Status frames inclu
the status (for example, active or inactive) of each PVC
configured on this logical port.

4%
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Table 6-6. Frame Relay Logical Port Summary Statistics (Continued)

Field

Description

DCE Async Status Frame
Transmitted

5 The number of asynchronous LMI Status frames transmi
on this logical port. For logical ports configured for ANSI
Annex D or CCITT Annex A, this count includes only

configured for LMI Revision 1, this count includes only
Update Status messages.

tted

Status frames with a report type of Async. For logical parts

DCE Error Frames
Received

The number of LMI Status Enquiry frames received (eith
LIV or FULL) that contain either an invalid receive
sequence number (Nr) or an invalid send sequence nunj
(Ns).

er

ber

DCE Status Enquiry
Frames Received

The total number of LMI Status Enquiry frames received
this logical port. This statistic includes both LIV and Full
Status Enquiry messages.

DCE Status Enquiry
Frames Error Count

The total number of LMI errors on this logical port. Thes
errors include the following:

* The number of times a Status Enquiry frame (LIV an

* The number of times the LMI protocol declares the li
to be down. The protocol declares the link as down i
N392 out of N393 events are in error. The DCE Stat
Enquiry Frames Error Count statistic outlines the
reasons for counting a condition as an error.

it is an indication of a problem.

DCE Fail Count

The number of times the LMI protocol declares the link
be down. The protocol declares the link as down if N392

Error Count statistic outlines the reasons for counting a
condition as an error.

FULL) wasn't received during a T392 second interval.

on

[4%

d

nk
f
us

If the system displays any value other than zero for this field,

to
out

of N393 events are in error. The DCE Status Enquiry Frames
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Table 6-6. Frame Relay Logical Port Summary Statistics (Continued)

Field

Description

LMI Status Information

LMI Operator Status

The state of the connection between the two communig
devices for which you are collecting statistics. If the logig
port is functioning properly, this value should display as

If the value for this field is not set to UP, check to see if t
DCE Poll Timer at the logical port is set to a value that ig
less than the keep alive value set on the FRAD (router).
the switch does not receive a poll before this timer expir
LMI will not come up.

ratio
ral
JP.
he

f
es,

LMI Error Frames
Received

The number of LMI error frames that were received. If y(
are collecting statistics for a UNI-NNI logical port, this
value is the sum of all DCE and DTE error frames.

u

Utilization Statistic

Logical Port Utilization

The amount of traffic queued for transmission on a logi
port as a percentage of the committed information rate
(CIR). It does not measure the amount of bandwidth of
logical port. For this reason, the value that the system
displays in this field can exceed 100%.

cal

he
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Verifying a Problem With a Frame Relay Logical Port

You can use the Frame Relay Logical Port Summary Statistics dialo§gilgoxe 6-6
to verify whether or not you have a logical port problem.

Use the following steps to check for a logical port problem:

1. Display the Logical Port Summary Statistics dialog box. Refépigplaying
Logical Port Summary Statistics” on page @-you are not sure about how to do
this.

2. Check to see if the LMI Operator Status displays a value of UP. If it is set to
DOWN there is a problem with the logical port. Seéle 6-6for more
information about this statistic.

3. Check to see if the logical port is transmitting and receiving LMI status frames
This information is displayed in the Cumulative Statistics fields. If no frames ar
being transmitted or received, there is a problem with the logical port.

4. Check for DCE or DTE errors. If these exist, there is a problem with the logica
port.
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ATM IWU Logical Port Summary Statistics Example

Figure 6-Tillustrates the logical port summary statistics for ATM IWU modules.

= CascadeView - Logical Port Summary Statistics

Suitch Mame; ‘JEFFEI"SUH Reset Time;
IF Address: ‘152.148.235.1 Current Time: Mon Feb 24 15350126
LPort Mame: ‘J/L-Dpt—Frame—dta Poll Intervaliseci: |5

Cumulative Statistics: ILHI:
‘ | Received | Transmitted Received Transmitted
[ Mumber of Cells | 1213713 | 1260755 Octats 0 o

Proper Format PIUs Q Q
Throughput Improper Format PDUs 0 [MN/A1
‘ | Received | Transmitted UME Entity Polls 0 0
‘ Cells per Second | 2.2 | 2.2

PPort Stats | Reset. | Close

Figure 6-7. ATM IWU Logical Port Summary Statistics
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ATM IWU Logical Port Summary Statistics

Table 6-7lists and describes the ATM IWU logical port summary statistics shown ir

Figure 6-7

Table 6-7. ATM IWU Logical Port Summary Statistics

Field

Description

Cumulative Statistic

Number of Cells

The total number of cells received and transmitted b
port since the last reset.

Throughput Statistic

Cells per Second

The total number of cells received and transmitted |
port each second.

y the

Dy the

ILMI Statistics

Octets

The total number of octets received and transmitted
the port each second.

by

Proper Format PDUs

The total number of Protocol Data Units (PDUs) th
were received with a proper format and transmitted.

Improper Format PDUs

The total number of Protocol Data Units (PDUS) th
were received with an improper format.

UME Entity Polls

The total number of ILMI received status polls issued
the User Management Entity (UME) at this port.
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Channelized DS3 Statistics

Channelized DS3 Summary Statistic Options

You can generate the following types of statistics for the channelized DS3 module

Physical Port Summary Statistics— Shows the octets and frames being sent and
received over the selected physical port, and displays DS3 summary statistics.

DS3 Link Performance— Shows the error codes received by the selected physica
port and displays cumulative statistics for all 28 T1 ports.

Channel Alarm Status— Shows the bits and frames being sent and received over t
selected channel, and displays DS1 summary statistics and the channel alarm sta
for 28 channels.
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Selecting Statistics Options

You select each of the channelized DS3 summary statistic options from the Show
Physical Port Attributes dialog box.

Use the following steps to display the Show Physical Port Attributes dialog box for
channelized DS3 module:

1. On the network map, select the appropriate switch icon. The selected object
appears highlighted.

2. From the Monitor menu, select Cascade Objéc8how Detail. The system then
displays the Switch Back Panel dialog box.

3. Select the physical port. The system then displays the Show Physical Port
Attributes dialog boxKigure 7-)

=]

Cazcadeliew — Show Physical Port Attributes

Switch Mame: |I‘1aple_1 | Port ID: | 1 |

Slot 1D [4 | Part Tupe: [ Part 28 Channel D53 |
MID 153 Ilndex: [1

Application Mode: |N 12 Fort Admin Status: |Up

Transmit Clock Sources |Lnnp—Timed Oper Status: |L|p

Line Build Oub: [0-25 feet

Loopback Status: | Mane

Received FEAC Status: |N0ne

Channels:

LI T T T T T T T T TP TTITTTITITITIOIOIOTT]

sl 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28
Get Oper Info | | Statistics... | |]J53 Statistics... | |Chan Alarm Statusu‘l | Diagnose... |

Figure 7-1. Channelized DS3 Show Physical Port Attributes Dialog Box
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Table 7-1.  Show Physical Port Attributes Fields

Field Action/Description
Switch Name The name of the switch associated with the logical port.
Port ID The number associated with the logical port.
Slot ID I/O slot number where the module resides.
Port Type Logical port configuration type.

MIB DS3 Ifindex

Interface number used for link performance statistics.

Application Mode

The DS3 signal is partitioned into M-frames of 4760 bits e
The M-frames are divided into seven M-subframes of 680 |
The first C-bit in M-subframe 1 is used as an application
identification channel (AIC) to identify the specific DS3
M-frame. This determines the mode of operation for a DS
signal. Options include:

M13 (defaulty- Uses C-bits in a frame to indicate the prese
or absence of stuffing bits.

C-bit Parity — Uses the first C-bit in M-subframe 1 to identi
the format as C-bit parity.

ach.
DitS.

nce

y

Transmit Clock Source

The transmit clock source for the channelized DS3 mod
The DS3 receive clock is independent from the DS3 trans
clock. Options include:

Loop Timed (Default} The clock source is derived from th¢
timing received.

Internal — The internal timing generator provides the clock
source.

External— An external connection provides a DS1 clock

source. This source drives a phased locked loop circuit to
provide DS3 clocking. If you select this option, you should
also set an external backup clock source.

ule.
mit

D

v
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Table 7-1.  Show Physical Port Attributes Fields (Continued)

Field

Action/Description

Line Build Out

The distance measurement from the channelized DS3 m(
to the network equipment. Options include:

0 - 225 feet (Default)
225 - 450 feet

pdule

Port Admin Status

A value dp indicates that the logical port is activated. A
value ofDownindicates that thport has never been activate
or that the logical port is off-line so that diagnostics can be
to test the port. A logical port with an Admin Statuafvn
is not operational.

d
run

Oper Status

Indicates whether the selected port is operatibhglown,
or Unknown.Unknown indicates that the NMS is unable to
contact the switch to retrieve status.

Loopback Status

(DS3 only)The default value for this field isone If you
enable diagnostic loopback tests, this field displays the DS
card’s loopback status. A loopback test enables you to tes
physical path for data transmission by looping back traffic
one or both directions. For more information about loopba
seeChapter 4, “Loopbacks”

53

t the
in
cks,

Received FEAC Status

Displays the FEAC (Far-End Alarm and Control) status
received by the physical port, if C-bit parity is enabled. Th
field indicates the status of the physical port on the other ¢
of the connection. If you are using M13, this field displays
None

end

Channels

Channels are located between the physical port and logi
port layers. Each channel supports one user logical port (
the exception of OPTimum trunk logical ports). Each phys
port is divided into 28 fractional T1 channels. Each DS1
channel contains 24 DSO channels.

cal
with
cal
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Displaying Channel Alarm Status

The Channel Alarm Status dialog box displays the alarm status for all 28 DS1
channels. To display the alarm status:

1. From the Show Physical Port Attributes dialog box ESgere 7-) choose Chan
Alarm Status. The Channel Alarm Status dialog box appears as shBwiia

7-2.

A| CazcadeYiew — Channel Alarm Status |J
Switch Mame: =pot3 Current Time: Tue Jul 23 15:44:30
IP Address: 1592,1592,1592.3
PPort ID: a.1
Channel alarm statusy
Channel 13 Hormal
Channel 23 Hormal
Channel 21 Blue Alarm
Channel 43 Blue Alarm
Channel 5% Hormal
Channel 63 Hormal
Channel 7 Blue Alarm
Channel 81 Blue Alarm
Channel 3 Hormal
Channel 103 Hormal
Channel 113 Hormal
Channel 123 Hormal
Channel 133 Hormal
Channel 1431 Hormal
Channel 153 Hormal
Channel 163 Hormal
Channel 173 Hormal
Channel 1831 Hormal
Channel 193 Hormal
Channel 2031 Hormal
Channel 213 Hormal
Channel 223 Hormal
Channel 231 Hormal
Channel 241 Hormal
Channel 253 Hormal
Channel 263 Hormal
Channel 273 Hormal
Channel 2831 Hormal

Refresh | Close

Figure 7-2. Channel Alarm Status Dialog Box
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The Channel Alarm Status dialog box also displays the alarm status of the 28 DS:
channelsTable 7-2lists and describes the alarm states.

Table 7-2. DS1 Channel Alarm States

Alarm State Description/Indication
Normal Normal operating state

Red Loss of frame or loss of signal

Yellow Far end is in red alarm

Blue Down stream equipment failure

2. Choose Refresh to clear the alarm status.

3. Choose Close to exit. The Set Physical Port Attributes dialog box reappears.
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Displaying DS3 Link Performance Statistics

The DS3 Statistics feature displays link performance statistics on the signal qualit
the DS3. Statistics are displayed in 15-minute intervals for up to 24 hours (for a to
of 96 intervals). The DS3 Statistics feature provides information such as the numkt
of seconds the link was in error and the number of seconds the link was down.

To display DS3 statistics:

1. From the Show Physical Port Attributes dialog box, select DS3 Statistics (see
Figure 7-1 on page 7)2 The DS3 Statistics dialog box appears as shown in

Figure 7-3
=] 153 Statistics
+ 053 Configuration
Interval prompt only
v 153 Lurrent appears when you select
# 153 Interval the DS3 Interval option.
+ 053 Total

Interval [1,,.961: _
0Ok | Cancel |

Figure 7-3. DS3 Statistics Dialog Box

2. Select from the following types of statistics and choose OK. A DS3 Statistics
dialog box appears, depending on your selection.

All DS3 Statistics dialog boxes display error and performance information (for
specified time period), based on your selection.

DS3 Configuration— Displays DS3 MIB table information in the form of
configuration statistics. Refer to the next section for more information.

DS3 Current— Displays statistics accumulating in the present interval. Refer t
“DS3 Current Statistics” on page 7-id& more information.
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DS3 Interval — Displays statistics that were collected during a previous 15
minute interval. If you select this option, you must specify a polling interval. Th
Interval [1...96] function sets the time interval for collecting statistical data durir
the current session of CascadeView. Specify a number between 1 and 96 in th
Interval [1...96] field. (For example, interval 4 displays statistics from the previol
hour.) Refer tdDS3 Interval Statistics” on page 7-1gr more information.

DS3 Total— Displays statistics for theumof all intervals and the current
interval. Refer tdDS3 Total Statistics” on page 7-16r more information.

All DS3 Statistics dialog boxes display the following information:

Switch Name— The name of the switch in which the channelized DS3 module
resides.

IP Address— IP Address of the switch in which the module resides.
PPort ID — Port number of the selected port.
Current Time — Current time.
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DS3 Configuration Statistics

The DS3 Configuration Statistics dialog box lists the error and performance event
variables.

= CascadeView — D53 Statistics [+]

Switch Mame: south3 Refresh Timey
IP Address: 153,11,10,2
PPort ID: 5.1

D53 Configuration Statiztics:

Line Indesx

Interface Index

Time Elapsed

Yalid Intervals

Line Type

Line Coding
Send Code
Circuit Identifier

Loopback Configuration

oc|lo|le|o|lae|le|o|e|ae|le

Transmit Clock Source

Line Status |

Refresh | Close |

Figure 7-4. DS3 Configuration Statistics

Table 7-3lists and describes the DS3 configuration statistics and performance eve
variables.

Diagnostic and Troubleshooting Guide for B-STDX/STDX




Displaying DS3 Link Performance Statistics A
ASCEND

Table 7-3.  DS3 Configuration Statistics and Variables

Variable Description
Line Index Displays the line index value for this
interface.
Interface Index The unique interface number for this

interface on the switch.

Time Elapsed Displays the number of elapsed
seconds since the beginning of the
measurement period.

Valid Intervals Displays the number of previous
near-end intervals for which valid data
was collected. The value is 96. (Ifthe
interface was brought on-line within
the last 24 hours, the value will be the
number of complete 15-minute
near-end intervals since the interfac|
has been on-line.)

[

Line Type Indicates the variety of DS3 C-bit
applications implementing this
interface. The DS3 rate is 44.736
Mbps. Options include:

M23 mode
C-bit Parity

Line Coding Describes the variety of Zero Code
Suppression used on this interface
(B3zS).

Send Code Indicates the type of code the device
is sending across the DS3 interface
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Table 7-3.

DS3 Configuration Statistics and Variables (Continued)

Variable

Description

Circuit Identifier

Contains the transmission vendor’s
circuit identifier (used for
troubleshooting).

Loopback Configuration

Represents the DS3 loopback
configuration.

Transmit Clock Source

Indicates the source of transmit clg
Transmit clock is derived from the
recovered receive clock of another
DS3 interface.

ck.

3. Choose the Line Status option to display the DS3 Configuration Line Status a

shown inFigure 7-5

153 Configuration Line Status

-
-
-
-
-
-
-
-
-
-

Mo Alarm

Receiving Yellow/Remote
Transmitting Yellow/Remote
Receiving AIS Failure
Transmittting AIS
Receiving LOF Failure
Receiving LOS Failure
Looping the Received Signal

Receiving a Test Pattern

Other Failure

Close |

Figure 7-5.

DS3 Configuration Line Status
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The Channel Alarm Status dialog box also displays the alarm status of the 28 DS:
channelsTable 7-4lists and describes the DS3 line status values.

Table 7-4.  DS1 Channel Alarm States
Line Status
Value Description/Indication
No Alarm Normal operating state
Receiving The loopback far end is in a red alarm state.

Yellow/Remote

Transmitting
Yellow/Remote

The loopback near end is in a red alarm state (due to loss
signal (LOS) or loss of frame (LOF).

Receiving AIS
Failure

Receiving Alarm Indication Signal (AlS). The loopback far
end is in a local loopback state.

Transmitting AIS

Transmitting Alarm Indication Signal (AIS). The local
loopback is enabled, transmitting AlS to the loopback far &

Receiving LOF
Failure

Receiving Loss of Frame (LOF). This is a red alarm condit

Receiving LOS
Failure

Receiving Loss of Signal (LOS). This is a red alarm condit

Looping the
Received Signal

The channel is in a near-end loopback state.

Receiving a Test
Pattern

The far end of the channel is in a loopback state and has g

of

nd.

ion.

on.

ent

test pattern. Monitor the channel for line errors.
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DS3 Current Statistics

The DS3 Current Statistics dialog box provides up-to-date statistical information f
the current 15-minute interval. Refer to Appendix B for more information on DS3
current statistics and variables.

= CascadeView — D53 Statistics [-]

Switch Mame: parkd Refresh Timey
IP Address: 153,11,20,1
PPort ID: 1.1

D53 Current Statisticsy

Index
P-bit Errored Seconds

P-bit Severely Errored Seconds

Severely Errored Framing Seconds

Unavailable Seconds

Line Coding Yiolationz
P-bit Coding Yiolations
Line Errored Seconds
C-bit Coding Yiolations
C-bit Errored Seconds

o|lo|lo|oc|lae|le|o|le|lae|e|o

C-bit Severely Errored Seconds

Refresh | Close

Figure 7-6. DS3 Current Statistics Dialog Box
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DS3 Interval Statistics

The DS3 Interval Statistics dialog box provides statistical information on the last 2

hours of operation. The last 24 hours are broken down into 96 completed 15-minu
intervals.

= CascadeView — D53 Statistics [-]

Switch Mame: parkd Refresh Timey
IF Address: 153,11,20,1 Interval Mumber:
PPort ID: 1.1

D53 Interval Statistics:

Index

P-bit Errored Seconds

P-bit Sewverly Errored Seconds

P-bit Severely Errored Framing

Unavailable Seconds

Line Coding Yiolationz
P-bit Coding Yiolations
Line Errored Seconds
C-bit Coding Yiolations
C-bit Errored Seconds

o|lo|lo|oc|lae|le|o|le|lae|e|o

C-bit Severely Errored Seconds

Refresh | Close

Figure 7-7. DS3 Interval Statistics Dialog Box
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DS3 Total Statistics

The DS3 Total Statistics dialog box provides statistical information for the sum of

intervals and the current interval. Refer to Table B-3 for more information on DS3
total statistics and variables.

= CascadeView — D53 Statistics [-]

Switch Mame: parkd Refresh Timey
IP Address: 153,11,20,1
PPort ID: 1.1

D53 Total Statisticsy

Index
P-bit Errored Seconds

P-bit Sewverly Errored Seconds

P-bit Severely Errored Framing

Unavailable Seconds

Line Coding Yiolationz
P-bit Coding Yiolations
Line Errored Seconds
C-bit Coding Yiolations
C-bit Errored Seconds

o|lo|lo|oc|lae|le|o|le|lae|e|o

C-bit Severely Errored Seconds

Refresh | Close

Figure 7-8. DS3 Total Statistics Dialog Box
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Displaying Channel Summary Statistics

The Statistics option in the Set Channel Attributes dialog box displays the summa
statistics for the selected DS1 channel.

To display channel summary statistics:

1. From the Show Physical Port Attributes dialog box, double-click the channel
button ID for which you want to display DS1 summary statistics. The Channel
Attributes dialog box appears as showirigure 7-9

A| CazcadeYiew - Channel Attributes

Switch Mame: Isouth3 Port ID: |1

Slot ID: |5 Channel 1D |28

MIE IS1 IfIndex: |29

Link Framing: IESF {CCITT Chann Admin Status:IUp

Zero Encodings IN x Bd

Transmit Clock Source: ILoop—Timed Oper Status: IUp
ILoop—Timed Loopback Status: INone

D=1 Loopback Code Type: IESU Loopback Channel Alarm: INormal

Allocated DS0s are marked with a crossy

R R R R R

DS0: 1 2 3 4 5 B 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Mumber of Allocated DSOs: |24

Logical Port,.. Get Oper Info Statistics,.. D51 Statistics“‘l

Apply | Close

Figure 7-9. Channel Attributes Dialog Box

2. Select Statistics. The Channel Summary Statistics dialog box appears as shov
Figure 7-10
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A| CazcadeYiew - Channel Summary Statiztics |-
Switch Mame: south3 Reset Time:
IP Address: 153,11,10,2 Current Time: Fri Sep 27 13:19:10
Channel ID: 5,1,28 Pall Intervalisec); |5
Cunulative Statistics:
Received Transmitted
Humber of Octets 0 5740766
Humber of Frames 0 157662
Frames Discarded 0 0
Frame Errors 0 0
Throughput.
Received Transmitted
Bits per second 0.0 09,8
Frames per second 0.0 1.3
Channel Utilization {¥): 0.0
Reset | Close |

Figure 7-10. Channel Summary Statistics Dialog Box
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The Channel Summary Statistics dialog box displays the Cumulative and Through
statistics.Table 7-5describes each of the Channel Summary Statistics fields.

Table 7-5.  Channel Summary Statistics Fields

Field Action/Description
Switch Name Name of the switch in which the module resides.
IP Address IP address of the switch.
Channel ID Channel number of the selected channel.
Reset Time Time that a reset occurred.
Current Time Current time.
Poll Interval (sec) Number of seconds between polling intervals.
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Displaying DS1 Link Performance Statistics

The DS1 Statistics command button on the Set Channel Attributes dialog box displ
channel summary statistics and link performance statistics on the signal quality of
DS1 channel. Statistics are displayed in 15-minute intervals for up to 24 hours (for
total of 96 intervals). The DS1 Statistics function provides information such as the
number of seconds the link was in error and the number of seconds the link was dc

To display DS1 link performance statistics:

1. From the Set Physical Port Attributes dialog box, double-click the channel but
ID or select a channel for which you want to display DS1 performance statistic
and choose Set Chan Attr.  The Channel Attributes dialog box appears as shc
in Figure 7-9 on page 7-16

2. Select DS1 statistics. The DS1 Statistics dialog box appears as stiagurin
7-11

=] D51 Statistics

+ 051 Configuration

Interval prompt only
v D51 Current appears when you select
4 D51 Interval | the DS1 Interval

option.

a 051 Total

Interval [1,,.961: _
0Ok | Cancel |

Figure 7-11. DS1 Statistics Dialog Box

3. Select from the following types of statistics and choose OK. A DS1 Statistics
dialog box appears depending on your selection.

All DS1 Statistics dialog boxes display error and performance information (for
specified time period), based on your selection.

DS1 Configuration — Displays DS1 MIB table information, including error and
performance variables. S88S1 Configuration Statistics” on page 7:21
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DS1 Current — Displays statistics accumulating in the present interval. See
“DS1 Current Statistics” on page 7-23

DS1 Interval — Displays statistics that were collected during a previous
15-minute interval. If you select this option, you must specify a polling interval.
The Interval [1...96] function sets the time interval for collecting statistical data
during the current session of CascadeView. Specify a number between 1 and ¢
the Interval [1...96] field. (For example, interval 4 displays statistics from the
previous hour). Refer tiS1 Interval Statistics” on page 7-24

DS1 Total— Displays statistics for the sum of all intervals and the current
interval. Refer tdDS1 Total Statistics” on page 7-25

All DS1 Statistics dialog boxes display the following informatidmble 7-6
describes the DS1 Statistics fields.

Table 7-6. DS1 Statistics Fields

Field Action/Description
Switch Name Name of the switch in which the channelized OS3
module resides.
IP Address IP Address of the switch in which the module
resides.
Channel ID Channel number of the selected Channel.
Current Time Current time.
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DS1 Configuration Statistics

The DS1 Configuration Statistics dialog box lists the MIB table definitions includin
the DS1 configuration error and performance event variables.

A| CazcadeYiew - D151 statistics |J|
Switch Mame: south3 Current Timey

IP Address: 153,11,10,2

Channel ID: 5.1.28

D51 Config Statiztics:

LineIndex: 0

IfIndex: 0

Time Elapsed: 0

Yalid Intervals: 0

LineType: 0

Line Coding 0

Send Code: 0

Circuit Identifiery 0

Loopback Config: 0

Line Status: 0

Signal HMode: 0

Tranzmit Clock Source: 0

Fdl 0

Refresh | Close |

Figure 7-12.  DS1 Configuration Statistics Dialog Box
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Table 7-7 lists ard describes the DiISCorfiguration statistics athvariables.

Table 7-7. DS1 Configuration Statistics andVariables

Variable Descri ption

Line Index Displaysthe ine index value forthis inteface.

Ifindex The unique mterface number for this intirce m the
switch.

Time Elgsed Displays he number of elapsed secals since the
beginnirg of the current ernemeasurement pexl.

Vdid Intervals Displays the number of previousintervals for which
valid data was collected.

LineType Displays he varietyof DS1Line implemaiting this
circuit.

Line Coding The variety of Zero Cde Sippressim used on the
link.

Send Cde Indicates the type of cle the device is seding across
the DS1 interface.

Circuit Identfier Contains he transmissionvendor's circut identifier
(used for troublesooting).

Loopback Cafig Represats the bopback cofiguration of the DS1
interface.

Line Status Indicates he inteface lines status.

Signal Mode The signal applicatio mode. Refer to ta Network

Configuration Guide for B-STDX/STR for details.

Transmit ClockSource | Indicates he ource of transmit clock.
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DS1 Current Statistics

The DS1 Current Statistics dialog box provides up-to-date statistical information. ¢
Table B-4 on page B-for more information on DS1 current statistics and variables.

= CascadeView — D51 statistics [+]

Switch Mame: south3 Current Timey
IP Address: 153,11,10,2
Channel ID: 5.1.28

D51 Current Statisticsy
Current Index:

Current Errored Seconds:

Current. Severely Errored Secondsz:
Current. Severely Errored Framing Seconds:
Current Unavailable Seconds:

Current. Controlled 5lip Seconds:

Current. Path Coding Violations:

Current Line Errored Seconds:

Current. Bursty Errored Seconds:

Current. Degraded Hinutes:

o|lo|lo|oc|lae|le|o|le|lae|e|o

Current Line Code Violationsy

Refresh | Close

Figure 7-13.  DS1 Current Statistics Dialog Box
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DS1 Interval Statistics

The DS1 Interval Statistics dialog box provides statistical information on the last 2
hours of operation. The last 24 hours are separated into 96 completed 15-minute
intervals. Refer tdable B-5 on page B-fbr more information on DS1 interval
statistics and variables.

=| CascadeView - D51 statistics [=]

Switch Mame: top Current Time: Tue Jun 4 14:08:56
IP Address: 152,148,236,1
Channel 1Dy 5.1.1

D51 Interval Statistics:
Interval Index:

Interval Errored Seconds:

Interval Severely Errored Secondsz:
Interval Severely Errored Framing Seconds:
Interval Unavailable Seconds:
Interval Controlled Slip Seconds:
Interval Path Coding Violations:
Interval Line Errored Seconds:
Interval Bursty Errored Seconds:
Interval Degraded Minutes

Interval Line Code Yiolations:
Interval Mumber:

slo|lo|lo|la|le|o|le|le|e|o|-

Refresh | Close

Figure 7-14. DS1 Interval Statistics Dialog Box
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DS1 Total Statistics

The DS1 Total Statistics dialog box provides statistical information for the sum of
intervals and the current interval. Refefftile B-6 on page B-for more information
on DS1 total statistics and variables.

= CascadeView — D51 statistics [+]

Switch Mame: south3 Current Timey
IP Address: 153,11,10,2
Channel ID: 5.1.28

D51 Total Statisticsy
Total Index:

Total Errored Seconds:

Total Severely Errored Seconds:

Total Severely Errored Framing Seconds:
Total Unavailable Secondsy

Total Controlled Slip Seconds:

Total Path Coding Yiolations:

Total Line Errored Seconds:

Total Bursty Errored Seconds:

Total Degraded Minutes

o|lo|lo|oc|lae|le|o|le|lae|e|o

Total Line Code Violations:

Refresh | Close

Figure 7-15. DS1 Total Statistics Dialog Box
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Error Events

All DS3 and DS1 Statistics dialog boxes display error evéatde 7-8lists and

describes generic error events. For a complete list of current, interval, and total

statistics and error events, refer to Appendix B.
Table 7-8.  Error Events

Error Event Description

Excessive Zeros (EXZs) occurring over the
accumulation period.

Line Coding Violation (LCV) | A count of both Bipolar Violations (BPVs) and

Error event.

P-bit Coding Violation (PCV)| A coding violation error event is a P-bit Parity

DS3 M-frame that is not identical to the locally
calculated code.

Parity Error Event The occurrence of a received P-bit code on the

C-bit Coding Violation (CCV)| The number of coding violations reported via
C-bits.

the
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Performance Parameters

All DS3 and DS1 Statistics dialog boxes display performance parametéts.7-9
lists and describes generic performance parameters. For a complete list of curren
interval, and total statistics and performance parameters, refer to Appendix B.

Table 7-9. Performance Parameters

Performance Parameter Description

Line Errored Seconds (LES)| A second in which one or more coding
violations (CV) or one or more loss of signa
(LOS) defects occurred.

P-bit Errored Seconds (PES A second with one or more CVs, Out of Hrame
defects, or a detected incoming Alarm
Indication Signal (AIS).

C-bit Errored Seconds (CES) A second with one or more CCVs, Out of
Frame defects or a detected incoming Alarm
Indication Signal (AIS).

C-bit Severely Errored A second with 44 or more CCVs, one or mare
Seconds (CSES) Out of Frame defects, or a detected incoming
Alarm Indication Signal (AIS).

Severely Errored Framing | A second with one or more Out of Frame
Seconds (SEFS) defects or a detected incoming Alarm
Indication Signal (AIS).

Unavailable Seconds (UAS) The number of seconds the interface is
unavailable.
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Trunk and Circuit
Statistics

This chapter describes the following types of summary statistics:
e Trunk Summary Statistics
e Circuit Summary Statistics

» Circuit Quality of Service (QoS) Statistics
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Displaying Trunk Summary Statistics

To display summary statistics for a selected trunk:

1. From the Monitor menu, select Cascade Objac8how All Trunks. The system
then displays the Show All Trunks dialog box.

2. Inthe Defined Trunk Names list, select the name of the trunk from which you
want to retrieve statistics information and choose the Statistics option. The sys
then displays the Trunk Summary Statistics dialog Baxyufe 8-).

A| CazcadeYiew - Trunk Summary Statistics |-

Trunk Mame: hzzi-portl-dt Reset Time: Tue Oct 1 11:03:39
Logical Port{A}:|hssi-dt-portl Current Time: Tue Oct 1 11:03:45
Logical Port{B}:|hssi-dt-portl Poll Intervalizech: |5

Bandwidth{bps}; | 1620000 Mumber of YCi 1 1
Cunulative Statistics:
From A" to "B" |From "B" to "A°
Humber of Octets 152 21816800
Humber of Packets 31465 B4
Throughput.
From A" to "B" |From "B" to "A°
Bits per second 122.4 15176904, 3
Packets per second 27125 5.6
Utilization (¥} 0.0 936.8
PPort Stats | LPort Stats | Reset | Close

Figure 8-1. Trunk Summary Statistics Dialog Box
Table 8-1lists and describes each of the Trunk Summary Statistics fields.

3. When you finish reviewing the trunk statistics you can use any one of the
following command buttons:

Use To

PPort Stats Display the physical port statistics for both ends of the trunk.
LPort Stats Display the logical port statistics for both ends of the trunk.

Reset Reset the displayed values to zero.
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Table 8-1.  Trunk Summary Statistics Fields
Field Description
Trunk Name The name that identifies the trunk.

Logical Port A

One endpoint of a trunk line connection.

Logical Port B

One endpoint of a trunk line connection.

Bandwidth (bps)

The physical port bandwidth configured for tf
selected logical ports. The bandwidth for each
logical port endpoint must be the same.

ne

Reset Time

The time of the last reset of the switch.

Current Time

The current system time.

Poll Interval (sec)

The time interval for the collection of statistig
data. Refer t6Setting the Polling Interval” on

page 5-Ifor details about how to set this value.

al

Cumulative Statistics

Number of Octets

The total number of octets (bytes) received
transmitted since the last reset.

Number of Packets

The total number of packets (frames) receiv
and transmitted since the last reset.

Throughput Statistics

Bits per second

The total number of bits received and transm
each second.

Packets per second

The total number of packets (frames) recei
and transmitted each second.

Utilization (%)

The utilization is based on the percentage of

and

ed

itted

ved

the

logical port buffer space currently used.
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Displaying QOS Statistics for ATM Direct Cell
Trunks

To display Quality of Service (QOS) statistics for ATM direct cell trunks:

1. From the Monitor menu, select Cascade Objac8how All Trunks. The system
then displays the Show All Trunks dialog box.

2. Select the trunk name from the Defined Trunk Names group box.

3. Choose View QoS Parameters. The system then displays the Show Logical P
QoS Parameters dialog box showri-igure 8-2

4| CascadeView - Show Logical Port (oS Parameters

Logical Port Mames |d1rect.—at.m—p—p

Service Type: ATH

Logical Port Type: | Direct Trunk

— Configured

— Bandwidth Allocation  Prsabieg Hebme — Oversubscription )

Canstant Bit Rate (CERY: Dynamic I— W
Variable Bit Rate (¥BR} Real Time: Dyriamic # I— 100
Yariable Bit Fate (VBR} Mon-Feal Time: Dunanic # I— 100
Unspecified Bit Rate (UBR»: Dynamic e I— IT

r— Monitored

— Allocated Bandwidth — Mirtual fvailable Banduidth —

Egress Egress
Constant Bit Rate (CBR}: H2596
Varisble Bit Rate (VBR} Real Time: H2596
Yariable Bit Rate (WBR} Mon-Real Timey 4247 H2596

Unspecified Bit Rate (UBR}: 82596

1371
1

Totals 4247

+ Show Percentages of Total Logical Port Eandwldthl 4 Show Actual Bandwidth {cellsfsecy

Close

Figure 8-2. Show Logical Port QoS Parameters Dialog Box

Table 8-2describes each of the fields on the Show Logical Port QoS Parameters dic
box.
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Table 8-2.

Field

Description

Identification Fields

Logical Port Name

The name that identifies the logical port.

Service Type

Displays ATM as the service type.

Logical Port Type

Displays Direct Trunk as the logical port type.

Displaying QOS Statistics for ATM Direct Cell Trunks A
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ATM Direct Cell Trunk QoS Statistics

Class of Service

Constant Bit Rate

Handles digital information, such as video and digitize
voice, that must be represented by a continuous stream
bits. CBR traffic requires guaranteed throughput rates ai
service levels.

0|
of
nd

Variable Bit Rate (VBR)
Real Time

For packaging special delay-sensitive applications, such

packet video, that require low cell delay variation betwee

endpoints.

as
N

Variable Bit Rate (VBR)
Non-Real Time

Handles packaging for transfer of long, bursty data streg
over a pre-established ATM connection. This service is &
used for short, bursty data, such as LAN traffic. CBX 50
CPE protocols adjust for any delay or loss incurred throu
the use of VBR non-real time.

ims
1[o]
D
igh

Unspecified Bit Rate
(UBR)

Primarily used for LAN traffic. The CBX 500 CPE should
compensate for any delay or lost cell traffic.
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Table 8-2.  ATM Direct Cell Trunk QoS Statistics (Continued)

Field Description
QoS Rrameters
Bandwidth Allocation DisplaysDynamicor Fixedfor each service class.

Dynamicenableshe bandwidh allocatian to change
dynamically according to bandwrdtlemands. Dynamic
bandwdth dlocaion pools the remaining bandwidth fibuis
logical port. This includes bardwidth that has not alregd
been albcated to a spedic quele or assiged to a
connection.

Fixed speciies thepercentage of batwidth that is resered
for the service class. If all four service classes are set to
Fixed, then all faur values sbuld add up to 0% so that
bandwidth isnot wasted.

Referto theNetwork Configuration Guide for
B-STDX/STDXfor more informatiorabout thesealues.

Overstbscription Displays aminimum value of 100% toridicate he available
virtual bandwidth that isavailable br a service class. A
value of 100% esures thatthe portwill deliver all user data
for that service class withouhanticipated delgs or
exces$ve cell bss A value of 200% Hectively dowbles the
availablevirtual bandwidth that iswvailable for that service
class. Hwever, if all nework trafic attempts to use the
netwvork resources at precigethe same time (faexample,
during multiple file transfer sessiws over the same tnk),
sone traffic may be delayedor mayeven te dropped.

Note: The Oversubscriptin value for CBR is alvays set at
100% and cannot be mdidid.

Referto theNetwork Configuration Guide for
B-STDX/STDXfor more information abaut
oversubscription.
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Table 8-2.  ATM Direct Cell Trunk QoS Statistics (Continued)

Field Description
Allocated Bandwidth Displays the allocated bandwidth as a percentage of total
(Egress) logical port bandwidth or as the actual bandwidth (in cells

per second) depending on the option that you select at the
bottom of the dialog box.

Virtual Available Displays the virtual available bandwidth as a percentage of
Bandwidth total logical port bandwidth or as the actual bandwidth (in
cells per second) depending on the option that you select at
the bottom of the dialog box.
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Displaying QOS and Summary Statistics for
Circuits
To display Summary Statistics or Quality of Service (QOS) statistics for circuits:

1. From the Monitor menu, select Cascade Objec&how Circuitd] All on Map.
The system then displays the Show All PVCs on Map dialog box.

2. Select a circuit from the Defined Circuit Name group box. You cannsef the
following methodsto select the circuit:

« Point and click on the circuit name.

* Specify the name of the circuit in the Search by Name field and press Rett

3. Perform one of the following steps:

a. Chooseéstatisticsto display Circuit Summary Statistics. The system then
displays the Circuit Summary Statistics dialog box showfidare 8-3

b. Choose€OSto display Quality of Service Statistics. The system then
displays the Circuit Quality of Service Statistics dialog box shoviaiguare

8-4.
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Circuit Summary Statistics Example

Figure 8-3illustrates the statistics that CascadeView/UX provides for a selected

= Cascade¥iew — Circuit Summary Statistics E
Circuit Name: cisco-cisco Reset Time:
Logical Portthd: ciseal Current Times Fri Sep 27 18:04:18
Logical Port{B): cizco2 Poll Intervalisec): |9
CIR (Kbits):
Burst Size(Kbitsr:
Excess Burstikbits): . .
Graceful Discard: LOglcal Port A is )
reported as A. Logical
‘ Port B is reported as B.
Cumulative Stabistics:
Receivedif} Transmitted{Ar ReceivediB} Transmitted{B:
Total Frames 0 15927026 Total Frames 0 1527020
Green Frames 0 15927026 Green Frames 0 1527020
Anber Frames 0 0 Anber Frames 0 0
Red Frames 0 0 Red Frames 0 0
Total Octets 0 F3385180 Total Octets 0 F3387648
Green Octets 0 F3385180 Green Octets 0 F3387648
Anber Octets 0 0 Anber Octets 0 0
Red Octets 0 0 Red Octets 0 0
Frames Discarded 0 0 Frames Discarded 0 0
Throughput 2
Receivedif} Transmitted{fAr ReceivediB} Transmitted(B:
Bits per second 0.0 0.0 Bits per second 0.0 0.0
Packets per second 0.0 0.0 Packets per second 0.0 0.0
Congestion Statistics:
ReceivediA) Transmitted(Ar ReceivediB) Transmitted(B»
FECN Frames 0 0 FECN Frames 0 0
BECN Frames 0 0 BECN Frames 0 0
Circuit Utilization "A7 (¥ 0.0 Circuit Utilization “B" &}y | 0.0
PPort Stats | LPort Stats I Reset | Clase |

Figure 8-3. Circuit Summary Statistics Dialog Box

> The circuit utilization fields in the Circuit Summary Statistics dialog box

measure the amount of traffic queued for transmission on a circuit as a
percentage of the committed information rate (CIR). For this reason the
value displayed in circuit utilization 'A’ or ‘B’ can exceed 100%.
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Circuit Summa ry Statistics Description

The Circuit Summary Statistics diglbox (Figure 8-3 display statitics data in
sepaatecolumns to rdect thetransnisson andreceipt of data on eacide ofthe
circuit. Cascad¥iew/UX stams the individual frameswith acolor codirg schemeto
differentiate he way frames are handled in the event of retwork cangestion. (Rfer to
the Cascade Networking Serviceechnology Overvigv for more information abaut
congestion control).

The Cirauit Summary Statisticdialog box provides the folbwing three types of

statistics:

e Cumulative gatisticslist thenumber ¢ each ype of frame anl whether hose
frames are being transmitteddroppeddue to onditions in the netvork.

« Throughput statisticsdisplay he frames pesecond and bi per second for each
side of he circuit.

» Congestion statisticindicate whether or not the FECN or BECN bit is set on
framesbeing transmitted &d recéved.

Table 8-3 lists ard describes the circuit summary iddiition fields and statistics
shownin Figure 8-3
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Table 8-3.  Circuit Summary Statistics

Statistic Description

Cumulative Statistics

Total Frames The total number of frames received and transmitted over
the specified logical ports since the last reset.

Green Frames Green frames are never discarded by the network, exgept
under extreme circumstances (such as node or link failure).
Green frames identify packets where the number of bits
received during the current time interval, including the

current frame, is less than the committed burst size (Bc)|

Amber Frames Amber frames are forwarded with the DE bit set and are
eligible for discard if they pass through a congested node.
Amber frames identify packets where the number of bits|
received during the current time interval, including the

current frame, is greater than the committed burst size (Bc),
but less than the excess burst size (Be).

[©)

Red Frames Red packets are forwarded with the DE bit set when the
Graceful Discard feature is set to ON. When the Gracefu
Discard feature is set to OFF, red packets are discarded.

Red packets are designated as those bits received during th
current time interval that exceed the committed burst size
(Bc) and excess burst size (Be) thresholds, including the
current frame.

Total Octets The total number of octets (bytes) received and transmijtted
over the specified logical ports since the last reset.

Green Octets Green octets are never discarded by the network, except
under extreme circumstances (such as node or link failure).

Amber Octets Amber octets are eligible for discard if they pass through a
congested node.
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Table 8-3. Circuit Summary Statistics (Continued)

Statistic Desaiption

Red Crtets Red octets are forwarded wth theDE bit setwhen the
Gracefui Discard feature is set to OWhen the Graceful
Discard feature is set toffdred octets are discarded.

Frames Discarded Thenumber of frames discarded. Gmstal nodes within
the network that must dis@rd padkets use the color
desgnatons to deterime which fames to disced. Red
frames are discdedfirst, followed by amber ad gree.

Throughput Statistics

Bits per Second Thenumber of bitdransmittel and/or receved each secah

Padkets per semnd Thenumber of paket frames transmitted elfor receéved
each scond.

Congestion Statgtics

FECNFrames The numbe of framesthatwere recaved or transmitte with

theForward Explicit CongestioNotification FECN) bit set
to one The network sets a FECN bto oneif the nework is
encounterig congestion. FECN frames indicate that there
may rot be sifficient network resourcesa continue
handling the submitted traffic at the current rate Refe to the
Cascade NetworkingervicesTechnology Overvew for
more information aboufECN frames and angestion
control.

174

BECN Frames Thenumbe of framesthatwererecaved or transmitte with
the Backvard Explicit Corgeston Notification (BECN)bit
set to one. The nebrk sesa BECN bit to oe if the
nework is encounterig cangestion. BECN frames indicate
that thee may not be sfficient netvork resurces to
continue handling the submitted tféic at the aurrent rate.
Referto theCas@ade Networking Servicéechnology
Overviewfor more information about FECN frames and
congestion ontrol.
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Table 8-3.  Circuit Summary Statistics (Continued)

Statistic Description

Utilization Statistics

Circuit Utilization A The amount of traffic queued for transmission on a circuit as
a percentage of the CIR. For this reason, the value displayed
in circuit utilization A can exceed 100%.

Circuit Utilization B The amount of traffic queued for transmission on a circuit as
a percentage of the CIR. For this reason, the value displayed
in circuit utilization B can exceed 100%.

Circuit Quality of Service Statistics Example

Figure 8-4illustrates the Circuit Quality of Service (QOS) Statistics dialog box.

—| CascadeView — Circuit Ouality of Service Statistics | -
Circuit Mame: |cisco—ciscn

Logical Portifl: |c:isc:01

Logical PortiBi: |cisc:02

CIR tKbits): 1536.0 Reset Time: [ ]
Burst Size{Kbits); 1536,0 Current Timej lm
Excess BurstiKbits): [0.0 Poll Interval({seci: l5—
Graceful Discard: On Operator Status: IF

luality of Service Statistics:

From "A” to "B” | From “B" to "A"

Total Frames Lost 0 0

Green Frames Lost 0 0

Amber Frames Lost 0 0

Red Frames Lost 0 0

Total Octets Lost 0 0

Green Octets Lost 0 0

Amber Octets Lost 0 0

Red Octets Lost 0 0

Round Trip Delay Statistics:

Minimum Delay {msdt 7

Maximum Delay imsi: 133

Average Delay imsi: 11

FPort Stats | LPort Stats | Reset | Close

Figure 8-4. Circuit Quality of Service Dialog Box
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Circuit Quality of Service Descriptions

The Quality of Service Statistics measure the various classes of packets in the net
for the selected circuit, as well as the number of packets discarded. In addition, th
provide round trip delay statistics for the selected cirGaible 8-4describes each of
the Circuit Quality of Service Summary Statistics.

Table 8-4.  Circuit Quality of Service Statistics

Statistic Description

Configuration Information

Circuit Name The name that identifies the circuit.

Logical Port A The logical port that is defined as endpoint 1 of the circuit
configuration.

Logical Port B The logical port that is defined as endpoint 2 of the circuit

configuration.

CIR (Kbits) The rate at which the network transfers data under normal
conditions. Normal conditions refer to a properly designed
network with ample bandwidth and switch capacity. The rate
is averaged over a minimum increment of the Committed
Rate Measurement Interval (Tc).

Burst Size (Kbits) The maximum amount of data, in Kbits, that the network
will attempt to transfer under normal conditions during a
specified time interval, Tc. Tc is calculated as BC/CIR. This
value must be greater than zero and is typically set to th
same value as CIR.

D

Excess Burst (Kbits) The maximum amount of uncommitted data, in Kbits, that
the network will attempt to deliver during a specified time
interval, Tc. Tc is calculated as BC/CIR. The network treats
this data as Discard Eligible (DE) data. CascadeView/U
manages DE frames according to the Graceful Discard
setting.
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Table 8-4.  Circuit Quality of Service Statistics (Continued)

Statistic Description

Graceful Discard Displays eith@m or Off to indicate how this circuit handles
red packets. Red packets are designated as those bits
received during the current time interval that exceed the
committed burst size (Bc) and excess burst size (Be)
thresholds, including the current frame. The discard elig|ble
(DE) bit for a red packet is set to 1, meaning that the

network can discard this packet unless Graceful Discard is
set toon.

Reset Time The time of the last reset of the switch.

Current Time The current system time.

Poll Interval (sec) The time interval for the collection of statistical data. Refer
to “Setting the Polling Interval” on page 5fdr details about
how to set this value.

Operator Status The operational status of the PVC. There are four possible

values:

Active— Indicates that the PVC is operational between the
two endpoints.

Inactive— Indicates that the PVC is not operational between
the two endpoints.

Invalid — Indicates that the PVC configuration is not
contained within the calling node.

Unknown- Indicates that the calling node did not respond to
the NMS request for the status of this PVC.
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Table 8-4.  Circuit Quality of Service Statistics (Continued)

Statistic Description

Cumulative Statistics

Total Frames Lost The total number of frames that were discarded over the
specified logical ports since the last reset.

Green Frames Lost The number of discarded green frames. Green frames are
never discarded by the network, except under extreme
circumstances (such as node or link failure). Green frames
identify packets where the number of bits received during
the current time interval, including the current frame, is less
than the committed burst size (Bc).

Amber Frames Lost The number of discarded amber frames. Amber frames are
forwarded with the DE bit set and are eligible for discard if
they pass through a congested node. Amber frames ideptify
packets where the number of bits received during the current
time interval, including the current frame, is greater than|the

committed burst size (Bc), but less than the excess burst size
(Be).

Red Frames Lost The number of discarded red frames. Red packets are
forwarded with the DE bit set when the Graceful Discard
feature is set to ON. When the Graceful Discard feature|is
set to OFF, red packets are discarded.

Red packets are designated as those bits received during th
current time interval that exceed the committed burst size
(Bc) and excess burst size (Be) thresholds, including the
current frame.

Total Octets Lost The total number of octets (bytes) discarded over the
specified logical ports since the last reset.

Green Octets Lost The number of discarded green octets. Green octets are
never discarded by the network, except under extreme
circumstances (such as node or link failure).
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Table 8-4.  Circuit Quality of Service Statistics (Continued)

Statistic Description

Amber Octets Lost The number of discarded amber octets. Amber octets are
eligible for discard if they pass through a congested node.

[©)

Red Octets Lost The number of discarded red octets. Red octets are
forwarded with the DE bit set when the Graceful Discard
feature is set to On. When the Graceful Discard feature is set
to Off, red octets are discarded.

Round Trip Delay

Statistics

Minimum Delay (ms) The minimum time (in microseconds) to transfer a packet
from point A to point B of a circuit and then back to point|A.

Maximum Delay (ms) The maximum time (in microseconds) that it takes to
transfer a packet from point A to point B of a circuit and
then back to point A.

Average Delay (ms) The average time (in microseconds) that it takes to transfer
packet from point A to point B of a circuit and then back to
point A.

The collection of the Circuit QoS statistics is based on a poll timer variable set. Th
variable affects the frequency at which the NMS polls the switch for QOS statistics
Although the default value is set to 5 seconds, you can change this default by usin
Change Statistics Polling Interval dialog box showRigure 5-1 on page 5:-2

> The NMS polls the switch every 60 seconds for the Round Trip Delay

statistics. For this reason, the Round Trip Delay statistics values will not
change as often as the other Circuit QOS statistics. You cannot set the
polling interval for Round Trip Delay statistics.
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Monitoring MIB Values

This chapter introduces the Management Information Base (MIB) and describes h
to use the Cascade MIB Browser to navigate through the Cascade MIB.
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MIB Overview

The MIB is a repository of objects that represent the devices in the network and tt
internal components. Common MIB objects include:

» Counters of packets sent
e Connections used

» Connections attempted

SNMP Structure of Management Information

The Cascade MIB uses the SNMP Structure of Management Information (SMI) as
set of rules that define the MIB structure. This set of rules specifies that the text forl
of each object in the MIB should use the following structure:

Object Type — The type of MIB object.

Syntax— ldentifies the data type for the object as integer, string, counter, IP addre
or pointer.

Access— Specifies the possible access to the object as read-only, read-write, or
non-accessible.

Status— Uses one of the following types to specify the currency of the object:
» Mandatory— The object is required to configure a switch.

» Current— The object is not required for configuration.

» Obsolete- The object is no longer part of the MIB.

Description — A text definition that further describes the object.

Index — Lists an index value that provides instructions for identifying object
instances. For example, an index value of

::={IportEntry 68}

would indicate the 68th instance of IportEntry.
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MIB Information Example

The fdlowing example illugratesthe MIB olject forthe souce logical addess ofa
circuit:

cktSrc Laddr OBJECT-TYPE
SYNTAX INTEGER
ACCESS read-wri te
STATUS mandatory
DESCRIPTION
“The s ource logical address of the circuit.”
S { cktEntry 82 }

For a omplete list of Cascade MIB definitions, refer to tle Cas@de Enterprise MIB
Definitions.

MIB Structure

The MIB structure haatreehierardy. This hierardwy starts at taroot of the tree
(which is nnamel) and lits into the following three main branches:

ccitt(0) — admhisterel by the InternationalTelegragh ard Telephone Consltative
Committee.

iso (1) — administerd by the hternational @ganization for Standardizatiométhe
Internaional Eledrotechnical Conmittee.

joint-iso-ccitt(2) — jointly administered bySO/IEC and CCIT.

> Each administrator of a branch is free to assign further subordinate
branches (nodes).

Diagnostic and Troubleshooting Guide for B-STDX/STDX




MIB Overview "
ASCEND

Object Identifier

Eachbranchof the MIB is identfied by a dort text string (for example iso) ad a
non-negative integer (for x<ample 1). The integer is used as part oblaject identifier
for each ofect in theMIB.

Theobject idertifi er (OID) providesa way to identify aspecific object within aMIB.
It contains a sequee of non-negative integers thatdenote a path from é&root of the
path to the obgct. Thestring ofintegers is separated by periods.

For exampk, the following string specfies the path to the Cascade MIB:
iso(1).ag(3).dod(6).nternet(1)privated).enterprises(l).cascade(277)

The dject identfier for eachoranchof this pahisindicated in parstheses. The
following stringwould specify the adbject identifier for thepath © the Cacade MIB.

1.3.6. 1.4.1.277

Refer to theCascale Enterprig MIB Definitions for specific information about he
OID values fo each Casaide variable The OID string for eachariebleis always
shown in brackets ({ }) asshown in thefollowing example:

o= { cktEntry 82 }

In thisexample, the @D gringfor the ércuit is spetfiedin the brakets as 82.
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Cascade MIB

The Cascade MIB is identified by the group narascadeBelow cascade (which has
an object ID of 277) are the following groups:

Group Object ID
cascfr 1
cascsmds 2
namdbinding 3
isdnaddr 4
cascsvc 5
software 6
mpt 7
protconnect 8
provserver 9
cascview 10
casccnm 11
cascdvc 14
cascadepm 15
cascatm 16
acctserver 17
cascsna 18

Figure 9-1 on page 94iBustrates the Cascade MIB tree hierarchy, which shows the
branches through the MIB that are used to access the Cascade MIB.
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Figure 9-1. Cascade MIB

Tree Hierarchy
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cascfr Group

The cascfr group contains groups that all protocols share (including Frame Relay,
SMDS, ATM, and ISDN). The following groups comprise the cascfr group:

Group Description

net Variables that are relevant to a Cascade network.

ase The OSPF Autonomous System External device and host table
for NMS paths.

node The variables that configure a switch.

card The variables that configure an intelligent card.

pport The variables that configure a physical port.

Iport The variables that configure a logical port.

ckt (Frame Relay OnlyThe variables that configure permanent
virtual circuits (PVCs) on a port.

cascdsl The variables that specify DS1 channel information.

svcaddr (The Vf)alriables that relate to Switched Virtual Circuit addressing

E.164).
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Using the Cascade MIB Browser

A\

The Management Information Base (MIB) Browser enables you to:

» Navigate through the CascadeView MIB and locate a specific object
» Display a description of the selected MIB object

» Retrieve a list of all possible instances of an object

* Run a query for a specified object

» Save data collected through the browser

When you use the MIB Browser, only specify one MIB value at a time.
Attempting to retrieve more than one MIB value can cause an interruption
in service.

Accessing Information in the Cascade MIB

The first step to using the MIB to access switch information is to determine the type
information that you need. Then you must identify the group that contains the
information.

For example, if you wanted to use the MIB to check a card’s Admin status you wo
have to look in the card group.

After you determine the group, the next step is to find the variable that you need.
MIB Browser enables you to navigate through the MIB tree to find the required
variable.

Diagnostic and Troubleshooting Guide for B-STDX/STDX




Using the Cascade MIB Browser A
ASCEND

Accessing the MIB Browser
To access the Browse MIB dialog box:

1. From the Misc menu, select SNMP MIB Browser. The system then displays th
Browse MIB dialog boxKigure 9-2.

)
= Brawse MIB [=1]

Mame or IP Address Community Mame

| 53,11,20,1 ||

[ HIE Object 10

.iso,org,dod, internet

directory Up Tree |

mgmt
experimental
private

HIB Instance SHHP Set. Value

HIB Yalues

Hezsages

- Cloze | Reselect | Save Asz,.. Help

Figure 9-2. Browse MIB Dialog Box

The following list describes each of the options that you can select from the Brows
MIB dialog box.Table 9-1describes each of the Browse MIB fields.
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Use To

Up Tree Move up the MB tree to the pvious MIB group.

Down Tree Move down the MIB tree to the selected MIB group.

Descrbe Display the Descrile MIB Variable diabg bax to display
degriptive information &out the lected dject.

Start Query Start a quer onaspecfied object ID string.

Stop Query Stop a queron aspecfied object ID string.

Graph An HP OpeView function that is not spported.

Table 9-1. Browse MIB Fields

Field Action/Description
Name or IP Address The rame or IPaddress thet identifies the witch.
MIB Object ID An object ID strig that identfies he ecified

MIB object. Refera Cascade STDX and
B-STDX MB Definitions for more information.

MIB Instance Specific MIB instance of a selected cegory.

SNMP Setvalue When you perform a gery on tre MIB, the
Browser dsgays the cuentSNMP setvalue.
Reset his valueby enterng the rew SNMP Set
value in thisfield. Use the Desire opion to
check on the numeric SNM&etvalues You
must enter a numerc value; for example,1 may
represent Enable ardcould represent Disable)

MIB Values Displaysvalues that redt from aquery an an
object.

Messages Displays any resilting error or nformational
messges.
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2. Selecprivate as the MIB Object ID and choose the Down Tree option.
3. Selecenterprisesas the MIB Object ID and choose the Down Tree option.

4. Selectascadeas the MIB Obiject ID and choose the Down Tree option. The
system displays all of the possible cascade groups in the Browse MIB dialog &

)
= Brawse MIB [=1]

_Mame or IP Address _Community Mame
153,11,20,1 |
[ HIE Object 10
.is0,0rg,dod, internet, private, enterprises, cascads
cascfr A | Up Tree I
cazcamds
namebinding v
izdnaddr
cascsvo
software
mpt
protoonnect. —
provserver
cascview
Cascohm /
HIB Instance SHHP Set. Value
| HIB Yalues
Hezsages
- Cloze | Reselect | Save HS“‘I Help |

Figure 9-3. Displaying Groups in the Browse MIB Dialog Box

5. Select the group that you want to access and continue to choose Down Tree t
access a specific object within a group.
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6. Choose Describe at any point in the tree to display a description for a selectec
MIB variable.

A| Dezcribe MIB Yariable |

HAHE I .private,enterprises,cascade, cascfr,node, nodeState

OBJECT [T | 1.3.6.1.4.1.277.1.3.4

TYPE IIntegeé

ACCESS | Read-hrite

ENLHS |

down {13
initializing €2}

active (3} Displays variable
marginal (4% instances
testing (G}

DESCRIPTION

The state of the switch, The switch needs to await the
state to be set to active before being fully operational
after cold boot, when the WMS is reachable,

~L L

I | Close l "

Figure 9-4. Describe MIB Variable Dialog Box
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Trap Alarm Conditions

Trap alarm conditions notify the operator of events taking place on those switches
are configured to report to the NMS. You can display a list of currently-logged tray
alarm conditions at any time by selecting the Cascade Events option from the Eve
Categories window. This chapter describes how to use the Event Categories windo
display or delete events. This chapter also describes how you can add event catec
and move events from one category to another. In addition, this chapter lists and
describes each of the trap alarm conditions.
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The Event Categories Window

The Event Categories window appears each time you run CascadeView/UX and it
notifies you of any significant trap alarm conditions. This window has a button
corresponding to each of the event categories, including Cascade Eigunts.10-1
illustrates the Event Categories window.

L
'='| Event Categories |“ |E|

Error Events

_| Threshold Events

_| Status Ewents

B Configuration Events

_| Application Alert Events
B Cascade Events

B A1l Events

Figure 10-1. Event Categories Window

When a button in the Event Categories window changes color, it indicates that an
event occurred on the network that relates to that category. The color of the buttor
indicates the level of severity of the event in the category. Through the Network Nc
Manager (NNM) internal processes, the event is sent to a predefined category in t
Events Browser. You can view the events by displaying the All Events Browser dia
box.

You can customize the Event Categories window by adding categories to the windk
For example you may want to add a category that holds all acknowledged events
one that holds all canceled events. ekling Event Categories” on page 1(det
instructions about adding event categories.

For more information about operational states and status colors, select Display Lec
from the Help menu.
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Accessing the All Events Browser Dialog Box

To access the Cascade All Events Browser, choose Cascade Events from the Eve
Categories window. The system then displays the All Events Browser dialog box
shown inFigure 10-2

~| All Events Browser | 4 |J|
File Action View Help |
Severity Date/Time Source Messane
“CRITICAL Thu Apr 20 11:13:01 saturnd Switch tst001 is unreachable. |
CRITICAL Thu Apr 20 12:08:21 saturni Switch tst002 is unreachable.
Minor Thu dpr 20 12:15:18 <none> Cascadeview : WARNING : Field name is not unigue
Minor Thu dpr 20 12:15:26 <none} CascadeView : WARNING : Status cannot be set on an unmanaged object
CRITICAL Thu Apr 20 12:15:26 saturnd Switch switch0l is unreachable.
Minor Thu dpr 20 12:26:20 <noney Cascade¥iew : WARNING : Status cannot be set on an unmanaged object

|6 Events - Critical:3 Major:0 Minor:3 Warning:0 Normal:0

Figure 10-2.  All Events Browser Dialog Box

The All Events Browser dialog box lists the following information about each trap
alarm condition:

Severity [1 Displays the trap alarm condition’s level of severity. Possible values ar
Critical, Major, Minor, Warning, or Normal.

Date/Time O Displays the date and time that the trap alarm condition occurred.
Sourcel Displays the name of the system where the trap alarm condition occurre
Messagédl Displays a message that describes the trap alarm condition.

See“Trap Alarm Conditions Reported in the Events Browser” on page fod-& list
and description of each of the trap alarm conditions that are reported in the Event
Browser dialog box.
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Viewing a Switch from the Events Browser
Use the following steps to view the switch that generated an event:
1. Select the event from the list.

2. From the Action menu, choose Highlight Source on Map. The network map
appears and the switch that generated the event appears highlighted.

3. Use the standard menu commands to troubleshoot the problem.

For more information about the Event Browser, refer tdtReOpenView Network
Node Manager User’s Guidar choose Help.

Deleting an Event from the Events Browser
Use the following steps to delete an event:
1. Select the event from the list.
2. From the Action menu choose DeléteSelected Event.
3. To delete all the listed events, from the Action menu choose Déléd Events.

Even though you can delete an event(s) from the Event Browser, HP OpenView
continues to store the information in thisr/OV/log/trapd.log file. Once this log is
full, events are moved to thieisr/OV/log/trapd.log.old files.

Adding Event Categories

Use the following steps to add one or more categories to the Event Categories win(
For example, you may want to add a category for acknowledged events or cancel
events. You can then move events into the categories as necessary.

1. From the Options menu choose Event Configuration: SNMP. The system thel
displays the Event Configuration dialog box.

2. Choose the Configure Categories... option button.

3. Specify the category name and choose the Add option button. The system the
adds the new Event Category to the list.
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Moving Events From One Category to Another

Use the following steps to move an event from one category to another.

1.

From the Monitor menu choose the Events: SNMP option. The system then
displays the All Events Browser dialog box.

Select the event(s) that you want to move.

From the Action menu choose the Assign Category... option. The system then
displays the Assign Category: All Events dialog box.

Select the Category that identifies the location where you want to move the ev

Choose OK.

Trap Alarm Conditions Reported in the Events Browser

The following pages describe each of the trap alarm conditions that the system rep
in the Events Browser. Some events are simply informational, while other events
indicate a problem or potential problem within the network configuration.

The following list indicates each traps alarm condition message along with a
description of the trap and, where possible, a resolution for the condition. Words t
are in italics specify variable values. For examghgich nameéndicates that the
message would specify the name of the switch.
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A mismatched card has been detected atvitch name slot number(actual: card
type config: port typg

The card type on the specified slot is inconsistent with the configuration for this
switch. The following table lists the possiloierd typevalues.

Table 10-1. Card Type Values

Message Text Card Description
v35-6 6-port V.35 I/O
ft1-1-24 1-port, 24 channel fractional T1
fel-1-30 1-port 30-channel fractional E1
uio-6 6-port Universal Input/Output (UIO)
cpl Control Processor
uio-8 8-port, V.35 1/0
ft1-4-24 4-port, 24-channel fractional T1
fel1-4-30 4-port, 30-channel fractional E1
ft3-1 1-port, fractional T3 I/O
fe3-1 1-port fractional E3 I/O
hssi-1 HSSI I/0
dsx1-10 10-port DSX-1
rs232-18 18-port, X.21/V.24 1/0O module (STDX 6000 only)
rs232-8 8-port, X.21/V.24 1/O card (STDX 6000 only)
utl-4-24 4-port, 24-channel, Unchannelized T1
uel-4-30 4-port, 30-channel, Unchannelized E1
atm-1 1-port, ATM DS3 UNI I/O
pri-4 4-port, ISDN PRI
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A usage record could not be created for service hilling service type.

The system could not create a usage data record because the Aggregated Usage
store was at full capacity. This trap does not occur when the system is in a norma
state.To resolve this condition, check the Adjunct Processor (AP) to see if it is
on-line; if it is, check to see if the AP is connected to and communicating with the
switching system.

An authentication has failed on Login user console authentication login user due
to console authentication login fail reason

This trap indicates a user console authentication login failure.

An authentication assignment on Logical poriport namehas failed due to
authentication fail reason

Indicates a user authentication failure on a specified logical port.

An ISDN call has been rejected on Lporport namedue toreason

An ISDN call was rejected due to one of the following reasons:

1. Lack of B-channel pool resources.

2. The system could not authenticate the call.

An ISDN IP address assignment failed on Lporport namedue toreason

An ISDN IP address assignment failed call was rejected. The following list indicate
the possibleéeasongor the call rejection.

1. A user sent a configuration request without an IP address option.

2. The assigned logical port IP address doesn’t match the one in the configuratic
option.

3. Their IP address conflicts with the one in the address pool that is already assic
4. A client request for an IP address failed.

An ISDN authentication assignment on Logical portport namehas failed due to
authentication fail reasonsource:E.164 source addressestination: E.164
destination addregs
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This trap indicates a user ISDN authentication failure.The message indicates both
source and destination E.164 address for the ISDN connection.

An ISDN/PPP MP bundle madification on Logical portlport namehas failed due
to multilink protocol fail reason(source:E.164 source addresslestination: E.164
destination addregs

This trap indicates a failure to create an ISDN/PPP MP bundle or add a link to an
Bundle.The message indicates both the source and destination E.164 address for
ISDN connection.

An MP bundle modification on Logical portlport namehas failed due tanultilink
protocol fail reason

Indicates a failure to create an MP bundle or add a link to an MP Bundle.
A PPP negotiation has failed on logical poriport namedue tofail reason

A Point-to-Point (PPP) negotiation has failed on the specified switch and logical p
due to the specified PPP negotiation failure reason.
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A PM Threshold Crossing has occurred at Slophysical slot numbePort physical
port numberin switch switch nameOID

This trap indicates that a threshold crossing was detected on the performance
parameter identified by the specified threshold table OID.

A usage record could not be created fabilling service type

A Usage Data counter record could not be created for the specified node billing
service type.

A usage record counter-value overflow condition has occurred fobilling service
type

A Usage Data counter value overflow condition occurred while aggregating usage
data recently collected from one or more IOPs. An overflow condition occurs whe
the system attempts to update a Usage Data counter, and the update would overf
the counter. Instead of updating the record, the system closes the filled Usage Dz
record and opens a new one. This can only be done if there is sufficient space in
service’s aggregated usage data store.

The system generates only one of these traps for each collection period. For exar
if your collection period is set to 30 seconds, and there are more than one Usage
Record Creation Failures, only one Usage Record Overflow trap is generated. If t
condition still exists when the next Collection Period starts, another Usage Recorc
Overflow trap is generated at that time.

To resolve this condition, check the Adjunct Processor (AP) to see if it is on-line; if
is, check to see if the AP is connected to and communicating with the switching
system.

Billing communications failure to adjunct processoradjunct processor address

The switch to the specifieatjunct processor addre$ss failed. For this reason, the
system could not complete a Usage Data file transfer. As with the Usage Record
Overflow trap, the generation rate of this message is controlled such that only one
these traps is generated for each collection period.

To resolve this condition, check the Adjunct Processor (AP) to see if it is on-line; if
is, check to see if the AP is connected to and communicating with the switching
system.
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Billing has been(enabled/disabledfor service billing service type

The billing system state was enabled or disabled at the spdiilfied service type
The billing system state is changed when a switch boots (billing becomes enabled
when the state is changed manually via CascadeView/UX.

Billing has beenbilling service typdor service (enabled/disabledpn Lport port
name

The billing system state was enabled or disabled at the spdiified service type

and logicalport name The billing system state is changed on a logical port when a
switch boots (billing becomes enabled), or when the state is changed manually vi
CascadeView/UX.

Billing Sys Mgr on Active CP+ failed to recover the contents of the use data store
on boot for switch switch nameand for servicenode billing service type

Indicates a warning that the billing system manager on the active CP+ failed to
recover the contents on boot.

Billing Sys Mgr on the Act CP+ discarded the data recovered on boot because
they are too old for switchswitch nameand for servicenode billing service type

Indicates that the billing system manager on the active CP+ discarded the usage
recovered on boot because the data was outdated. Currently, any recovered data t
older than 30 days is discarded.

Billing usage data store on the redundant CP+ has failed for switcdwitch name
and for servicenode billing service type

Indicates a warning that the billing system manager on the active CP+ failed to wr
the contents of the usage data store on the redundant CP+.

Circuit circuit nameat switch switch nameis opstatuswith reason (FailNode:
node FailPort: port)

The user-to-user PVC state has changed for the specified circuit. It has either bee
created or invalidated, or has toggled between the active and inactive statpsrtThe
andnodevalues further specify the cause of the failure. Possible values for the
opstatusvariable are: invalid (0), inactive (1), or active (2).

Table 10-2 on page 10-1ists each of the possible values for thasonvariable.

Diagnostic and Troubleshooting Guide for B-STDX/STDX




The Event Categories Window A
ASCEND

Table 10-2. Reason Variable Values

Reason Variable Condition

admindown Admin status of the PVC is
down

novcbuff No virtual circuit buffer

nobw No bandwidth

noroute No circuit route

timeout A timeout has occurred

nopdubuff No PDU buffer

nodest No destination

trknr Trunk route not received

trkdown Trunk down

balancereroute Balance reroute

dead Circuit is dead

defpathreroute Define a new path

nidown Network interface is down;
PVC is not transmitting

otherpvcsegdown Other PVC segment is down

otherpvcsegrnr Other PVC segment route not
received

usingaltpathwarning | Using an alternate path
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Circuit circuit nameat switch switch namehas been rerouted
The specified PVC has been rerouted.

Circuit circuit nameat switch switch nameis setup or cleared: calling number:
calling party numbey called number: called number

This trap is generated by the ingress switch whenever a Frame Relay SVC is setu
cleared. The value of cktStatus indicates whether the circuit is initiating a setup or
clear.

Circuit circuit nameat switch switch nameis PVC op statusfail reason,node,
pport

The user-to-user ATM PVC state has been changed for the specified virtual circuit
has either been created or invalidated, or has toggled between the active and inac
states. Theodeandpport variables indicate the node and pport that caused the PV
failure. Theop statusvariable can be one of the following values:

invalid (0), inactive (1), active (2).

The fail reasonvariable can be one of the following values:

admindown (1)
novcbuff (2)

nobw (3)

noroute (4)

timeout (5)

nopdubuff (6)

nodest (7)

trkrnr (8)

trkdown (9)
balancereroute (10)
dead (11)
defpathreroute (12)
nidown (13)
otherpvcsegdown (14)
otherpvcsegrnr (15)
usingaltpathwarning(16)
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Circuit circuit nameat switch switch namehas been re-routed
Indicates that an ATM PVC has been re-routed.

Circuit circuit namecurrent op status of PVGt switch switch namehas changed
state to port on the fail node which caused the PVC failu(EailReasonPVC fail
reason valueFailNode:node numberFailPort: port numbel

This trap indicates that the point-to-multipoint ATM PVC state has been changed.T
possible values for thaurrent op status of PV@&re the following: invalid (0),

inactive (1), active (2). The possible values for the PVC fail reason include the val
in the following table.

Value PVC Fail Reason

1 admindown

2 novcbuff

3 nobw

4 noroute

5 timeout

6 nopdubuff

7 nodest

8 trkrnr

9 trkdown

10 balancereroute

11 dead

12 defpathreroute
13 nidown

14 otherpvcsegdown
15 otherpvcsegrnr
16 usingaltpathwarning
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Clock generation unitswitch namepport slot numbepport numbersynchronized
on clock sourceclock source 1D

Indicates that the clock generation unit synchronized to a reference clock specifiec
clock source 1D

Clock generation unitswitch namepport slot numbepport numberis in holdover
mode

The clock generation unit switched to holdover mode.

DS1 at Channelchan ID, PPort pport numbey Slotslot numbey Switch switch
namehas changed loopback state tbS1 loopback status

Indicates when the DS1 changes its current loopback stat®3héoopback status
value can be any of the following values: ds1ClearLoop (1), ds1PayloadLoop (2),
dslLineLoop (3), ds1DiagLoop (4).

DS1 at Channelchan ID, PPort pport numbery Slot slot numbey Switch switch
namehas changed alarm state talarm state

Indicates when the DS1 changes its alarm statealBnm statevalue can be any of
the following values: none (0), red-alarm (1), yellow-alarm (2), blue-alarm (4),
carrier-loss (8), looped-back (16).

DXI heartbeat poll exceeds threshold

A non-Ack count for SMDS DXI heartbeat poll exceeds the specified threshold. Tr
non-Ack count value is reset every 15 minutes.

Fan fan nameat switch switch nameis status

The specified fan has changed states.statisof the fan can be one of the following:
Up, Down,or Marginal.

IOP in Slot slot numberat switch switch nameis down, following PVCs is also
down: circuit name list

An IOP in the specifiedlot numbeiis down; as a result the specified circuits are alsc
down.
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ISDN/PPP negotiation has failed on logical porport namedue toPPP
negotiation fail codeg(source: E.164 address, destination: E.164 address)

This trap indicates that ISDN PPP Negotiations has failed on the specified logical y
due to the specified PPP negotiation fail code.The trap also lists the E.164 addres
the source of this ISDN connection and the E.164 address of the destination of thi
ISDN connection.

Logical port Iport namehas BAP or BACP call failure with status codeBAP call
fail stat

Indicates a failure on a BAP or BACP Call on the specified logical portBAfecall
fail statvariable is the BAP Call Fail Status code (Q.931 cause code)

Logical port Iport namehas ISDN/PPP BAP or BACP call failure with status code
BAP call fail status code (Q.931 cause codsjurce:E.164 source address,
destination: E.164 destination addre¥s

This trap indicates a failure on a ISDN/PPP BAP or BACP Call. The message
indicates both the source and destination E.164 address for the ISDN connection.

Lport port nameat switch switch nameis link protocol status

The link protocol status for the specified logical port has changed states. Possible
values for thdink protocol statusre up (1) or down (2). The link values can be
Frame Relay, LMI, DXI heartbeat poll, PPP LCP, etc., depending on the logical po

type.

Lport port nameat switch switch namenon-Ack count for SMDS DXI heartbeat
poll exceeds threshold SDESC

A non-Ack count for the SMDS DXI heartbeat poll exceeds the threshold. The
non-Ack count is reset every 15 minutes.

Lport port nameat switch switch nameSMDS discard packets exceed the
threshold

The Total Discard packet count for an SMDS packet exceeds the specified thresh
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Lport port nameat switch switch namehas encounteredracket numbeiframe
errors (exceed thresholdper minute threshold)

The frame errors per minute on this logical port exceed the thresholdhactket
numbervariable is the number of inbound packets that contained errors preventing
them from being deliverable to a higher layer protocol. When this number exceeds
specified per minute threshold a link error trap is sent.

Lport Iportname in switch switch namds down, following PVCs is also down:
circuit name list

The specified logical port is down; as a result, the specified circuits are also down

Lport Iportnamein switch switch nameis up, following PVCs is also upcircuit
name list

The specified logical port is now active; as a result, the specified circuits are now
active.

Lport port namein switch switch namehas congest rateate % (exceedthreshold
threshold %)

The specified logical port has a congestion rate that exceeds the threshaiate The
variable is the value of the congestion rate when the logical port entered a severel
absolutely congested state in the last minute interval.thireshold %variable is the
alert threshold for the congestion rate. A trap is sent whenever the congestion rat
exceeds this threshold value. This trap is not supported for SMDS.

> The following nine traps are based on a counter that is set from the Add

Logical Port dialog box when you add an SMDS logical port. The
threshold value can be set to a value from 1 to 255 (with a default value
of 10). The threshold value applies to all nine traps.

These trap violations occur during the transmission of an SMDS packet.
The system maintains a counter for each type of violation and generates
a trap each time the value in the counter exceeds the specified
threshold value. After sending the trap, the system resets the counter to
zero.
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Lport port namein switch switch namehas exceeded the threshold for SMDS
DXI2 Invalid Mgmt Link ID violations

The number of invalid management link ID violations exceeds the specified SMDS
PDU threshold for the logical port.

Lport port namein switch switch namehas exceeded the threshold for SMDS
SIP3 Dest GA not found violations

The number of destination group address not found violations exceeds the specifi
SMDS PDU threshold for the logical port.

Lport port namein switch switch namehas exceeded the threshold for Dest GA
Screen Fail violations

The number of destination group address screen failures exceeds the specified S
PDU threshold for the logical port.

Lport port namein switch switch namehas exceeded the threshold for SMDS
SIP3 Dest IA Not Found violations

The number of destination individual address not found violations exceeds the
specified SMDS PDU threshold for the logical port.

Lport port namein switch switch namehas exceeded the threshold for SMDS
SIP3 Dest IA Screen Fail violations

The number of destination individual address screen failure violations exceeds the
specified SMDS PDU threshold number for the logical port.

Lport port namein switch switch namehas exceeded the threshold for SMDS
SIP3 SA Not Found violations

The number of source address not found violations exceeds the specified SMDS F
threshold for the logical port.

Lport port namein switch switch namehas exceeded the threshold for SMDS
SIP3 SA validation violations

The number of source address validation failures exceeds the specified SMDS PL
threshold for the logical port.
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Lport port namein switch switch namehas exceeded the threshold for SMDS
SIP3 Source IA Screen Fail violations

The number of source individual address screen failures exceeds the specified SN
PDU threshold for the logical port.

No format in cvtrapd.conf for cascade view spec

No other CascadeView trap is configured. To configure a trap, access the HP
OpenView Network Node Manager and then select OpifioBvent
Configuration:SNMP.

On switch switch namethe configuredcard type valugype does not match the
actual card type valudype

This trap indicates that the IOA card type value specified through the NMS does n
match the card type value of the installed card. The following table indicates the
available card types.

Value Card Type
spa

toc3-4
tstml1-4
tds3-8

te3-8
toc3-smfir-n-4
toc3-smfir-r-4

toc3-mm-r-4

© 00 N oo o0 B~ W N PP

toc3-smflr-n-4

[EEN
o

toc3-smflr-r-4

=
=

tstml-smfir-n-4
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Value Card Type
13 tstml-mm-r-4
14 tstm1-smfir-n-4
15 tstm1-smflr-r-4
16 tds3-r-8
17 te3-r-8
18 hssi-n
19 hssi-r
21 toc12-smf-n-1
22 tads1-t1-n-8
23 tads1-t1-r-8
24 tadsl-el-75-n-8
25 tadsl-el-75-r-8
26 tadsl-e1-120-n-8
27 tadsl-e1-120-r-8
28 tads1-j2-75-n-8
29 tadsl-j2-75-r-8
30 tads1-j2-120-n-8
31 tads1-j2-120-r-8
32 spa-universal
39 toc3-stmlcopper-n-4
40 toc3-stmlcopper-r-4
41 nplusl-chassis
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Power supply A at switchswitch hameis status

Power supply A has changed states. Jtatusof power supply A can be one of the
following: Up, Down,or Marginal.

Power supply B at switch switch name is status

Power supply B has changed states. Stheusof power supply B can be one of the
following: Up, Down,or Marginal.

PPort switch name slot number port numbés statewith alarm type

The specified physical port has changed states. Postibdealues for the physical
port are: Up, Down,or Testing Possiblealarm typevalues are the following T1
standard alarms:

None (0)— No alarm condition.
Red (1)— A loss of signal or out of frame error.

An out of frame errooccurs when the receiver detects one of the following
conditions:

« Two or more framing-bit errors within a three millisecond period.

« Two or more errors within five or less consecutive framing bits.

A loss of signal errooccurs if the device detects 175+/-75 contiguous pulse
positions of either positive or negative polarity.

After declaring a Red Alarm, the device sends a Yellow Alarm Signal to the
far-end. The far-end then declares a Yellow Alarm.

Yellow (2) — A remote CSU is transmitting a Red Alarm. The remote CSU is n
receiving any transmission signals from your circuit and the circuit is acting as
one-way link.

Blue (4)— A keep-alive condition exists. This condition occurs when the T1
multiplexer fails or is disconnected and the CSU sends continuous unframed 1’
the network in order to keep the signal alive.

Carrier loss (8) — A loss of T1 synchronization on the inbound (1x) signal has
occurred.

Loopback (16)— The CSU is currently in a loopback state. Seepter 4,
“Loopbacks”for more information about loopbacks.
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PPort at switch name slot numbeport numberhas mismatched interface type
(actual: interface configured: interface)

The actual physical interface is different than the configured physical interface.
Possible values for thiaterfacevariable are: eia449 (1), x21 (2), eia530 (3), eia5304
(4), v35 (5), or none (8).

Port Pport numberon slotslot number, switctrswitch namehave just gone
loopback status

The loopback status of a D3 or E3 card has changed to one of the following status
types:

Noloop— No loopback. The card currently has a loopback status of normal, n
loopback is in effect.

Payloadloop— Payload loopback. A near-end loopback in which the signal
transmitted beyond the loopback point (the forward signal), when the loopback
activated, is the same as the received signal at the loopback point.

Line — Line loopbackA near-end loopback that operates upon receipt of specif
framed pulse patterns. The line loopback pulse codes and functions are either
Activate or Deactivate.

Port Pport numberon slotslot number, switctswitch namehave just gone
loopback status

The DS1 of the specified physical port number has changed its loopback status to
of the following status types:

Noloop— No loopback. The card currently has a loopback status of normal, n
loopback is in effect.

Payloadloop— Payload loopback. A near-end loopback in which the signal
transmitted beyond the loopback point (the forward signal), when the loopback
activated, is the same as the received signal at the loopback point.

Line — Line loopbackA near-end loopback that operates upon receipt of specif
framed pulse patterns. The line loopback pulse codes and functions are eithe
Activate or Deactivate.

PRAM file filenamedownload to switchswitch namehas complete SDESC

A PRAM download of the specified PRAM image file is complete.
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PRAM file filenamedownload to switchswitch namehas failed.
A PRAM download of the specified PRAM image file has failed.
Slot slot numberin switch switch namehas just come up

An intelligent card in the specifieslot numbehas changed from a non-active to an
active state.

Slot slot numberin switch switch namehas just gone down
An intelligent card has changed from active to non-active.

Slot card slot numbemat switch switch nametransmit clock synchronization has
changed state tdPLL synch stat

This trap indicates the IOM transmit clock synchronization status has changed. Tt
PLL synch stavariable indicates the transmit clock PLL synchronization status of th
card.

Slot card slot numbemat switch switch nameclock reference has changed state to
sys primary clk stat

Indicates that the IOM system primary clock reference has changed to the specifit
system primary clock status as detected on the cardsyBhgrimary clk statariable
can be either of the following: normal (1) or failure (2).

Slot slot numberat switch switch namesecondary clock reference has changed
state tosys secondary clk stat

Indicates that the IOM system secondary clock reference status has changed to tt
specified system secondary clock status as detected on the casgls Beeondary clk
statvalue can beither of the following: normal (1) or failure (2).

Slot physical slot numbegt switch switch namePort physical port numbeDS1
ESF Data Link (FDL) status has changed state tdS1 ESF Data Link (FDL)
status

This trap indicates that the status of the DS1 ESF Data Link (FDL)has changed.T]
DS1 ESF Data Link (FDL) status is the status as detected on the port and can be o
the following values: inService (1), outOfService (2).
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SW file filename download to switchswitch namehas completed SDESC
A software download of the specified file is complete.

SW file filename download to switchswitch namehas failed

A software download of the specified file has failed.

Switch switch nameup with possible changes (SNMP coldStart trap)

A coldStart trap indicates that the sending protocol entity is reinitializing itself and t
agent’s configuration or the protocol entity implementation may be altered.

Switch switch nameup with no changes (SNMP warmStart trap)

A warmStart trap indicates that the sending protocol entity is reinitializing itself an
neither the agent configuration nor the protocol entity implementation is altered.

Switch switch nameinterface down (SNMP linkDown trap) onlportname

The sending protocol entity recognizes a failure in one of the communication links
your network configuration. The following conditions cause this trap to occur:

* The Admin Status of a physical port was set to down

e The Admin Status of a logical port was set to down

« A physical port has lost its input modem signals

* AnIOP was removed

* An active PDN trunk had a status change and is now inactive

« An active Frame Relay virtual circuit had a status change and is now inactive
* An active T1 channel had a status change and is now inactive

» An active SLIP connection had a status change and is now inactive

» Atimeout was detected on an ethernet line

» A persistent transmit stall was detected on a physical port

* An active trunk received no response to five consecutive Keep Alive messages

« An active trunk received an incorrect response to a Keep Alive message
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An active trunk received a logical down response to a Keep Alive message

Switch switch nameinterface up (SNMP linkUp trap) on Iporthame

The sending protocol entity recognizes that one of the communication links
represented in your network configuration has become active.

The Admin Status of a physical port was set to up

The Admin Status of a logical port was set to up

A physical port has recovered its input modem signals

An IOP which was removed is now active

An inactive PDN trunk had a status change and is now active

An inactive Frame Relay virtual circuit had a status change and is now active
An inactive T1 channel had a status change and is now active

An inactive SLIP connection had a status change and is now active

An inactive ethernet line is now active

Switch switch namelncorrect community name (SNMP authentication failure
trap)

The sending protocol entity has received a protocol message that is not properly
authenticated.

Switch switch name EGP neighbor down (SNMP egpNeighborLoss Trap) for
neighbor ifindex egpNeighAddr

An EGP neighbor is down.

Switch switch names reachable

The specified switch is reachable.

Switch switch names unreachable

The specified switch is unreachable.
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Switch switch nametrace table full

The node trace table was full and, for this reason, was copied to a TFTP buffer th:
will be transferred to the NMS.

Switch switch namediagnostic log table full

The diagnostic log table was full and, for this reason, was copied to a TFTP buffer
will be transferred to the NMS.

Switch switch namechecksum or CRC-32 error occurred in flash

A checksum or CRC-32 error occurred in flash memory.

Switch switch namechecksum error or battery problem occurred in PRAM
A checksum error or battery problem occurred in the PRAM.

Switch switch namefatal internal error encountered and system needs to be
rebooted

The system encountered a fatal internal hardware or software error. Reboot the
system in order to correct this problem.

Switch switch namelO error occurred in DRAM or SRAM
An 1/O error occurred in DRAM or in SRAM.

Switch switch namenon fatal error report: Slot=slot number,Src=source,
Time=time, Major = major errcode Minor =minor errcode,String=ascii string

A component in the switch discovered a non-fatal error condition in the specified sl
Possible values for theourcevariable are:

(1) — power-on diagnostics
(2) — background-diagnostics
(3) — fault

(4) — frame-heap

Thetimevariable indicates the time that the last non-fatal error was reported. The
major errcodevariable indicates the major error code of the last non-fatal error. Th
minor errcodevariable indicates the minor error code of the last non-fatal error. Th
ascii stringvariable indicates the ASCII string that describes the last non-fatal erro
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Switch switch nameReserved for Frame Relay SVC.
The specified switch name is reserved for Frame Relay SVC use.

Switch switch nameprimary synchronization reference operational state has just
changed toprim clk synch ref

Specifies that the Primary Synchronization Reference operational state has chang
the specified primary clock synchronization reference. Possible values fomthak
synch refinclude the following:

externala (1) — T1 Rate External Clock 1
externalb (2) — T1 Rate External Clock 2
portrefa (3) — IOM Port Reference Clock 1
portrefb (4) — IOM Port Reference Clock 2
internal (5) — Internal Free Running Clock

Switch switch namesecondary synchronization reference operational state has
just changed toprim clk synch ref

Specifies that the Primary Synchronization Reference operational state has chang
the specified primary clock synchronization reference. Possible valugsnoclk
synch refinclude the following:

externala (1) — T1 Rate External Clock 1
externalb (2) — T1 Rate External Clock 2
portrefa (3) — IOM Port Reference Clock 1
portrefb (4) — IOM Port Reference Clock 2
internal (5) — Internal Free Running Clock

Switch switch nameexternal Reference Clock 1 operational state has just
changed tocurrent state ext clk 1

The External Reference Clock 1 operational state has changed to the specified cu
state of external clock 1. Possible valuesciorent state ext clk ihclude:

active (1) — Valid

ais (2) — Detected AIS Alarm

los (3) — Detected Loss Of Signal

lof (4) — Detected Loss Of Frame
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Switch switch name external Reference Clock 2 operational state has just
changed tocurrent state ext clk 2

The External Reference Clock 2 operational state has changed to the current stat
External Clock 2. Possible values farrrent state ext clk &iclude the following:

active (1) — Valid

ais (2) — Detected AIS Alarm

los (3) — Detected Loss Of Signal

Switch switch name port Reference Clock 1 operational state has just changed to
current state port clk A

The Port Reference Clock 1 operational state has changed to the current state of
Reference Clock A. Possible values darrent state port clk Anclude the following
values:

active (1) — Valid
down (2) — Invalid

Switch switch nameport Reference Clock 2 operational state has just changed to
current state port clk B

The Port Reference Clock 2 operational state has changed to the current state of
Port Clock B reference. Possible valuesdiamrent state port clk Bhclude the
following values:

active (1) — Vvalid
down (2) — Invalid

The DSO0s on portPport number slot slot number, switchswitch namehave just
gone into the dsO loopback

One or more DSOs have been put into loopback.

The DSO0s on portPport number slot slot number, switchswitch namehave just
gone out of loopback

One or more DSOs have returned from a status of loopback to a status of normal.
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The stand-by card in slotslot numberat switch switch namehas become the
active card

The card in the specifieslot numbethas shot its active partner and is now the active
partner of the pair.

The status of the ATM signaling function has changed tstatuson LPort Iport
nameat switch switch name

Notification that the status of the ATM signaling function has changed on the port.
Statusindicates the operational status of the signaling function on the specified logi
port.

The time-of-day clock on switchswitch nameis invalid or has not been
configured.

This trap provides notification that the time-of-day clock on the switch is invalid or
has not been configured.This trap is generated only at CP or SP boot-time.

Trunk trunknamein switch switch names down, following PVCs are also down:
circuit name list

The specified trunk is down; as a result, the specified circuits are also down.
Trunk trunk nameat switch switch nameis state

The specified trunk has changed states. Possible values &atiariable are:
ndown (0), nattempt (1), ninit (2), n2way (3), nexstart (4), nexchange (5), nloading
(6), or nfull (7).
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Userlogin namehas logged on to switclswitch namefrom location

A user with the specifielbgin namehas logged into the specifisditch name.The
locationvariable identifies the user’s location. This location is either an IP address
(for telnet) or a console number (for a serial port).

Userlogin namehas logged out from switchswitch namefrom location

A user with the specifielibgin namehas logged out of the specifisgitch name.The
locationvariable identifies the user’s location. This location is either an IP address
(for telnet) or a console number (for a serial port).
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Resolving Problems

This chapter describes general troubleshooting procedures for diagnosing NMS
installation problems. This chapter addresses software problems related to the NN
installation as well as common operating problems. If you suspect hardware proble
refer to one of the applicable hardware manuals:

e STDX 6000 Hardware Installation Guide
« B-STDX 8000/9000 Hardware Installation Guide
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Basic Troubleshooting

In diagnosing and troubleshooting software, proceed from the simple to the compl
following a systematic procedure. As a point of reference, keep in mind the directc
structures listed iffiable 11-1

Table 11-1. NMS Directories

Directory Name Contents

/opt/sybase home directory for SYBASE

/opt/sybase/bin database binaries

/opt/sybase/install SYBASE database startup script, startserver,
and showserver scripts

/opt/CascadeView/bin CascadeView/UX scripts

/opt/CascadeView/conf trap daemon configurations

/opt/CascadeView/etc CascadeView/UX configurations

/opt/CascadeView/sqgr network report binaries

/usr/OV/bin OpenView binaries

/opt/cde Common Desktop Environment (CDE) files

/opt/scripts Installation scripts
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SPARCstation Problems

If you are having problems on your SPARCstation, complete the following steps tc
isolate the cause of the problem:

1. List the configuration of all hardware and software items currently installed on 't
SPARCstation. Include all related external devices, software configuration
settings, and vendor types.

2. Restart the OV processes usawgtop andovstart.

NMS Problems

To isolate the cause of new problems on an NMS, check the following

g Check the hardware.

e Verify any new hardware installations on the SPARCstation. If you
recently added a new device or card to the SPARCstation, it may have
conflicts with existing devices for system resources. Verify the SCSI
device target addresses are as follows:

— CD ROMdrive is 6

— Tapedriveis 4

— First hard disk is 0

— Second hard disk is 1
g Check the software.

e If you install or run new software on the SPARCstation, it may have
conflicts with existing software for control of peripheral devices or use
of memory. Deactivate the new software to verify a potential conflict. If
existing applications run without the new software, you must then
determine the cause of the conflict and correct the problem.

« If you changed any settings in your configuration files, return the files to
their previous configurations.
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Common Installation P roblems

This sectiondescribes some comma@noblems ad questions relatkto new NMS
software installations.

Problems With Solaris and Motif

I’'m having trouble install ing Solaris 2.5.

Verify thatyou have identfied your haravare correctly ad partitimedyour disks
properly.

1.

2
3.
4

To restart the Solais 2.5ingalation, press ®p-A to interrupt the macime.
Verify that the Solari2.5 installation CD is installed iftné¢ CD-ROM drive.
Type boot cdrom

Refer to theNetwork Mamgement Statio Installation Quide for installation
instructions.

After upgrading Solaris, | cannot pram sync. tftpserver is not
running.

When you upgrade SolarisSolaris loads aaw versian of the /etc/inittab file and
renames thexisting/etd/inittab file. As part d the Cascadéiew/UX installation
process, ya added a line to thinittab file so that the systemwould invoke the
Cascadeftp daemorto listen to the defduitftp portfor requests riderthan ugng
inetd. You must @it the rew versia of the nittabfile to include theline that nvokes
the Cascade tftp daemma
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Are any other files affected by upgrading to Solaris 2.5?

When you upgrade @ Solaris2.5, Slaris createshe file
Ivar/sadm/install_data/upgrade_cleany to identify any files that may need toe
modified after the pdate. Information laout any files that yu mayneed to modify is
included at the end of tHde. The following list outlines theytpes of entries that the
upgrade_cleaup file includes. For more inbrmation, refer to the Network
Management Staton Installation Gude

Entry

[filel]: existing file renamed tofile2]

Description

Thefile with thename[filel] was present on the system at the timénefupgrade.
Thefile was changed since theinstallation of Soéris 2.3.For thisreason, the Solaris
upgrack process renamefilel] to [file2] before loading the new version of thefile.
Action

Examine the contents dfille2] and canpareit to the rew version ofthefile. If there
are dfferencesou mgy need ¢ edit[filel] to reflect the differences.

Entry

[filel]: existing file presewved, thenew versionwas nstalled as [file2]

Description

Thefile with thename filel] was present on the system at the timénefumrade.
Thefile was preserved. The Solaris upgra@ process lcaded the new version of thefile
as[file2].

Action

Examinethe contents offfle2] and compare ito the oldversian of thefile. If thereare
differences yo may ned to edit[filel] to reflect the differerces.
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Entry

[file]: had been deleted and has now been restored

Description

The file with the namefijel] was deleted from the system since its original
installation. The Solaris upgrade installed the new version of the file.

Action

Examine file1] to determine whether or not to delete the file.

Entry
[file]: file type was changed frontyjpe] to [typed

Description

At its original installation, the file with the namidd] was of type fypel. The file

was later replaced by a file df/ped. For example, a symbolic link may have been
replaced by a regular file. In most cases the Solaris upgrade restores the file to its
original type.

Action

Examine file] to determine whether or not to replafie] with a file of ftyped.

Entry
[file]: target of symbolic link was changed frotarpet] to [targetq

Description

At its original installation, the file with the namiil¢] was a symbolic link to

[target]]. The file was later changed to be a symbolic linkaogetd. For example, a
symbolic link may have been replaced by a regular file. The Solaris upgrade proce
changed the link to point to its original target.
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Action

Examine fil€] to determine whetheor notto change te symbolc link to pointto the
original target before theipgrade.

Entry

[filel]: targetof hard link was changed frorffile2]

Description

At its original installation, the file with the namdfilel] was a hard link to [file2]. The
file was latercharged b be a hard link tdfile2]. The Soéris upgrae charged trelink
to pant to its original target.

Action

Examine thdfile to determine whether or not thange he hard link to pointd the
target to which it pointedbefore he ugrade.

The Quit command does not appear on the Motif menu.

You did not opy thesystem.mwnrc file from the /opt/SUNWmotif/lib directory to
the home directoy as.mwmrc. For more ifiormatonrefer to theNetwork
Management Staton Installation Gude

HP OpenView Problems

Where do | get an HP OpenVi ew key?

A key isassociated witeach opy of HP OpeWiew. The key matdies the IP address
of the UNIXworkstation for which itvas purchased.dgister the key with Hewlett
Padcardby sending thecompleted software certificate included with your HP
OperView package,d Hewlett Packard.
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SYBASE Problems

| can’t start SYBASE!

To start SYBASE, you must be in the $SYBASE directory and logged in as the syb
user.

Typecd $SYBASE

Typewhoamito verify that you are logged in as the sybase user.
Typels -l to list the files in long format.

Verify that the correct read and execute permissions are set.
Typecd install

Typels -al RUN_CASCADE

N oo o~ 0w DN

Verify that the file has the correct group and ownership and sybase and dba ap
in the third and fourth columns.

8. \erify that the line begins with -r-xr--r--.

How do | know the SYBASE server is running?
1. Log in as the sybase user.

2. Change to the following directory:
/opt/sybase/install

3. Type showserver.

How do | start the SYBASE server?
1. Log in as the sybase user.

2. Change to the following directory:
/sybasel/install

3. Typestartserver -f RUN_CASCADE.
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| get a cannot allocate shared memory error when | start SYBASE.

1. Make sure that the shared-memory allocation was added /etdfsystemnfile
and the system was rebooted after the file was edited.

2. Move the filesCASCADE .krg andCASCADE.srg0in the/opt/sybasedirectory
to CASCADE .krg.old andCASCADE.srg0.old by typing the following
command:

mv CASCADE.krg CASCADE.krg.old

mv CASCADE.srg0 CASCADE.srg0.old

3. Restart the SYBASE server again.

> Corrupt files are caused by improperly shutting down the SYBASE server.
These files are shared-memory files that SYBASE uses. If these files
become corrupt, you cannot start the server.

How do | shut down the SYBASE server?

1. Log in as the sybase user as follows:
su - sybase

2. Shut down the SYBASE server as follows:
isql -U sa -P superbase

3. Type the following commands:

1> shutdown
2> go
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| get error 1997 in the sa me window | started Open Wind ows.
1. The SYBASE sever canmot be accesskby Cascadeiew/UX.

2. Chedk to sexif the SYBASE sever is running.

3. Loginas the sgase user and chge directoriesd/opt/sybase/nstall.

4. Typeshowsever.

CascadeView/UX NMS P roblems

How do | sta rt CascadeVi ew/UX?

1. Verify thatyou aelogged in as thems useby typing the folbwing commeand:
whoami

2. Verify thatyou aein the /opt/nmsdireciory by typing the folbwing command:
pwd

3. Execute Cascadéew by typing:

fusr/O V/bin/ovw &

What is my password?

Cascadeloes not kow your root omms use passvord. Cascade doehhave
default paswords.

How do | shut down the NMS?

You mustshut down all processebeforeyou can pwer df the NMS Refer to tke
Network Cafiguration Guide for B-STDX/STRX for more informatn.
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When | start CascadeView, | get the error “Cannot connect to
database”.

1. Log in as the root user and enter the appropriate password.

2. To verify that all OV daemons are RUNNING and their behavior is
OVs_WELL_BEHAVED, type the following command:

/usr/OV/bin/ovstatus

3. If all OV daemons are not running, restart the OV daemons by typing:

/usr/OV/bin/ovstart ovwdb

4. To start all daemons, type the following command:

lusr/OV/bin/ovstart

5. To confirm that all daemons are running, type:

/usr/OV/bin/ovstatus

How do | copy Cascade switch software from a floppy to my NMS?
1. Insert the floppy into the drive.

2. To initiate the File Manager from the command window, type:

/usr/openwin/bin/filemgr &

3. From the File menu, select Check for Floppy. A file manager window appears ¢
displays the contents of the floppy. The switch software files are listed in the
window.

4. Make sure the system File Manager is set to the following directory:

/opt/CascadeView.var/switchSoftware

5. Select the switch software window. Select a file and drag it to the system file
manager window.
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6. Continue thisprocedire for each additiondille that yas want b copy. This
process tkes a éw minutesto complete.

7. When the mpy is complete, the icon appears.
8. Select theeject disk button locatedn the floppy File Managebox.

9. To download theswitch software fromthe NMS to theswitch, refer to the
Network Caofiguration Guide for B-STDX/STDX.

How do | kn ow if CascadeVi ew/UX is running?
The CascdeView/UX icon appears ahé tottom d the screen. Ber close this b,
unless oneof the supporting programs (such as HP Qpew) stops pocessing.

General Questio ns and P roblems

I’'m having p roblems seeing my external tape/cd rom driv e.

1. Verify that the SCSI tget addresses on the back of eaeliat are asdilows:

CD-ROM drive is6

Tape dive is 4
Firsthard disk is O
Secad harddisk is 1

> | Every device must have a unique SCSI address.

2. The SCS3 devices ned to be terminatd. Instal aterminator o the lastdevice m
the SCSI chain.

3. Turnon theexternal SCSI evices then pwer up the system.Hls gves the
devices time tdioot up and be recogedby the system.

4. While holding down the st key, type a to stop theboot piocess.
— At the &k prompt, typeprobe-scs
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This searches the system for SC8lides and lists what is installedhé their
respedve SCSIIDs Make a note of the SCStdresses foall thedevices.

5. Typeboot + when the systenrecognizes théevices.

How much physical me mory do | h ave?

When you first baot up the system, the system testettmenmory anddisplays the
anmount of memoy (MB) available.

1. Log inas theaot user ad enter the root passrd.

2. Type thefollowing command:

/usr/b i n/dmesg

— This commau provides systenboot-up information and displaysthe
installed physical memory in (MB).

— If the system has been running, the information ttat you need is not displayed
properly. Shut down and restart theystem. Repeat Stefsard 2 to display
the amount ofavailable menory.

3. Network Caofiguration Guide for B-STDX/STIX.

What kind of ha rdware do | need?

Refer to theHardware Requémeris sedion of the Network Management Sation
Installation Guice.

What ve rsions of software do | need?

Refer to theSoftware Requirementsecton of the Network Mamagement Station
Installation Guice.
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What is a raw partition?

A raw partition is not part of the operating system. It is treated as a separate device
is assigned to one of the three database devices used by SYBASE. A file device is
of the UNIX file system and runs on a cooked partition. A file-system partition is a fi
that grows bigger and bigger, as the database size increases.

My mouse does not seem to be working.
The SPARCstation uses an optical mouse. Make sure you have the shiny mouser
Use the following steps to add the line to inittab:

1. Type the following command:

vi /etc/inittab
2. While holding down the Shift key, ty|$& to go to the end of the file.

3. While holding down the Shift key, tygeand press the Return key to append a
line onto the file.

4. Add the following line to the end of the file:

tf:3:respawn:/opt/CascadeView/bin/tftpserv > /dev/null

These commands invoke the Cascade tftp daemon to listen to the default tftp |
for requests, rather than using inetd. No tracing is enabled.

5. Press the Escape key.
6. Type:wq!

7. Atthe # prompt, type the following command:

init Q
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This command forces the system to read the inittab file. The system then starts
Cascade tftp daemon.

> You cannot retrieve and display trace and status information if you use
Sun Microsystem’s tftp daemon. If you use Sun Microsystem’s tftp
daemon, configure it to run with the command: in.tfpd/tfpboot . Do not
run TFTP in secure mode (with the -s option) or switch download and
configuration sync operations will fail. Cascade does not support Sun
Microsystem’s tftp daemon on the STDX 3000/6000 switches.
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Common Operating Problems

General Questions and Problems

What is the Event Monitor and what does it do for me?

In the CascadeView/UX Network Management System (NMS), the trap daemon is
separate process. The Event Monitor is the display for this process. Therefore, if
do not use Event Monitor you can close this process without affecting the rest of tl
NMS. Seé/Accessing the All Events Browser Dialog Box” on page 1dfthis guide
for more information.

What is a core file?

A core file is a UNIX process that dumps the entire system contents when it crash
UNIX programmers can interpret this core file to determine what caused the syste
crash. If the CascadeView/UX NMS crashes, you should copy the core file. The cc
file is usually from one to ten Mbytes or larger. After you make a copy of the core f
you can delete it.

I’'m in the correct directory and | can see the file, why can't |
execute it?

Type./filenameinstead ofilename.

How do | change the IP address of my machine?
The following steps cannot be used in an NIS domain.

1. Change the IP address in the /etc/hosts table for the entry corresponding to th
machine. If it is part of an NIS domain, consult with your network administratol

2. Change the SYBASE map.
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3. Execute the following command to delete the current configuration and add a r
configuration.

/opt/sybase/sybtli

| keep getting the error / or /var is full.

1. The wtmp and wtmpx files may be too large. Use the following command to
check the size of thiwar/adm/wtmp and/var/adm/wtmpx files.

Is -al

2. The file may have tftpserv errors. Use the following command to check for
tftpserv errors.

tail wtmp

> If the wtmp and wtmpx files are not very large or if the wtmp file is filled
with errors other than tftpserv errors you should consult with your System
Administrator.

3. Check to see if tftpserv is actually running. To do this, execute the following
command:
ps -ef|grep tftp

Null results indicate that tftpserv is not running. Contact the Cascade Technic
Response Center to determine why this condition exists.

If tftpserv is running, proceed to Step 4.

4. Clean the error logs in tihear/adm directory. To do this you must delete the files
and replace them with empty files that have the same characteristics. Use the
following steps:

a. Log on as the root user.
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b. Execute the following commands:
rm wtmp
touch wtmp
chown adm wtmp
chgrp adm wtmp
chmod 664 wtmp
rm wtmpx
touch wtmpx
chown adm wtmpx
chgrp adm wtmpx

chmod 664 wtmpx

c. Use the following commands to move to the tmp directory and check to se
there are more than two tftpserv error logs.

cd /tmp

Is tftp.error.log.*

d. If there are a large number of error logs, use the following command to
remove all of the error logs.

rm tftp.error.log.*

e. Periodically check thpt/CascadeView.var/initFilesand
/opt/CascadeView.var/cfgSyncFilesglirectories. The system creates these
files each time you create a text file or PRAM sync a card or switch. Delete
these files if you no longer have a need for them.
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Switch Problems

My switch will not turn green.

1.

2
3.
4

Make sure you can ping the switch.
Make sure that the text file has been downloaded correctly.
Check the cable connections.

Review the configuration.

| can’t ping my switch

1.

2.

Check the route to the switch. To do this, log on as the root user antbtgz

-r. This command causes the system to list the destination networks and gatew
Make sure the appropriate route is listed. You can also look at the Use column
which lists the route to the switch.

An H in the flag field of this route indicates that you added a host route instead
a net route. (A UG in the flag field indicates a net route.) Make sure you use tf
keyword net in the route add statement. You should also note that Solaris follc
traditional subnetting. For this reason the lowest route in a subnet always reve
to its IP class (for example, 152.148.50.0 becomes 152.148.0.0).

If you cannot find the ping utility, it is in thasr/sbin directory.
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CascadeView/UX NMS P roblems

| cannot access a switch (red nodes)

If you atemptto corfigure the swich andthe NMS wth mutkiple canmurity names,
and swap NMSntry one wth NMS entry two, it's pasible for theswitch to
interchange the IP addressebut not the communig names, ragting in unreachable
nodes. Refer to the Network Cafiguration Guidefor B-STDX/STIX to recheck those
configurations.

| just want to sta rt over, what do | do?

1. Delete each objectdm theHP OpeWiew map. (Use Delete to do thisdo not
use Qit).

2. Delete the map from HP Op¥iew.
3. Close the HP Opéafiew using theFile O Exit.

4. Login asthe root user & foll ows:

su-r oot

The grstem henprompts yu for the rat passverd. Enter the appropriate
passvord.

5. Enter the folbwing commaul to shut dwn HP OpeNliew services:

/usr/O V/bin/ovstop

> Step 6 completely removes the database. There is no database recovery
process after you execute this command.

6. Use the fdlowing commando completdéy remove the déabase.

rm -rf  / usr/OV/databases/openview/*/*
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7.

10.

11.

12.

13.

14.

15.

Use the following commands to remove the events and traps alarm logs that &
associated with the database.

rm /usr/OV/log/xnmevents. username
rm /usr/OV/log/trapd.log

rm /usr/OV/log/trapd.log.old

Use the following command to run the HP OpenView database daemon, regis
the fields in the database, and start all other OpenView daemons.

Jusr/OV/bin/ovstart ovwdb
lusr/OV/bin/ovw -fields

lusr/OV/bin/ovstart

Login as the sybase user as follows:

Su - sybase

Login as the root user as follows:

Su - root

Use the following command to stop the CascadeView trap log.

/usr/OV/bin/ovstop cvtraplogd

Type the following command at the # prompt:

/opt/CascadeView/bin/cv-install.sh

At the prompt for the name of your database server, press Return to accept th
default nameCASCADE

At the prompt for the name of your SYBASE Administrator, type sa and press
Return.

At the password prompt, typaperbaseand press Return. The script will
configure OpenView to know about CascadeView/UX and will start the trap log
daemon.
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16. Typeyeswhen prompted “Do you want to remove the database?”

17. Type N to answer that you are not running SYBASE Version 10.0.

18. Type Y to answer that you are running SYBASE Version 4.9.2.

The system then recreates the cascview database. You now have a clean SYB

and HP OpenView database.

| am locked out of a node that noone else is using.

This problem occurs if you improperly exit from HP OpenView or if HP OpenView
windows is hung and for this reason the user kills the process. Use the following si
to correct this problem.

1.

Change directories topt/CascadeView/binand execute thev-release-locks.sh
shell script This lists the nodes that are currently locked, and who has them
locked.

The following example illustrates the type of output thatctheelease-locks.sh
script displays.

Net0x00000005.Sw0x00000011.Card0x00000019.Ppt0x00000025.Lpt0x0000003c
by userone with UserPid 703

To release the lock, typsh cv-release-locks.sHifst line of display
Using the example shown in Step 1, you would release the lock by typing the
following:

sh cv-release-locks.sh Net0x00000005.Sw0x00000011.
Card0x00000019.Ppt0x00000025.L pt0X0000003c

Performance is being degraded.

1.
2.
3.

Find out how many X-terms you have logged into the main screen.
Do not run more than three event logs at the same time.

Check the Cascade Event Browser dialog box and see how often events come
(See"Accessing the All Events Browser Dialog Box” on page 10-3
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4. Check the CPU utilization wittusr/openwin/bin/perfmeter. Do not leave this
running, however, since it takes over CPU resources.

5. Make sure the IP network icon is unmanaged (and has been from the start) ar
is currently hidden. The IP network icon should be disabled.

| am experiencing OPTimum Trunk Problems

If you modify the DLCI or an OPTimum trunk, the trunk will fail to come up with a
new DLCI. You must delete the previous OPTimum trunk and its associated logica
ports, and re-add the logical ports with the desired DLCI and OPTimum trunk entri

| cannot delete a switch configuration from the database

You cannot delete a switch from the database until all of its associated configurati
(trunks, circuits, etc.) are deleted. Refetleleting a Switch Configuration
Database” on page 11-3dr instructions.

How do | change a logical port name?

You cannot use the CascadeView/UX NMS to make this change. Use the followin
steps to make this change:

1. Change directories fopt/CascadeView/bin

2. Execute theenamelp.sh shell script

In addition, if your installation has access to the CascadeView/UX Toolbox
product, you can use a utility calledtool_rename_lportto rename logical
ports.

Changing my lower K factor on trunk utilization reduces trunk
bandwidth?

K factors for trunks are inverted for the CascadeView/UX Network Management
System (NMS). Therefore, if you set the oversubscription factor to 400% you will
have four times as much bandwidth. If the K factor is set to 25%, you will have on
fourth as much bandwidth. This is the inverse of the DOS mechanism.
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After importing a file from DOS, some objects do not display in
3-D.

The HP OpenView database contained objects that have the same name as the o
in the imported file. If the problem occurs with multiple objects, use Delete to dele
the objects from the CascadeView/UX map and then import the file again.

If the problem occurs with only one object, select the switch, and use the
EditO Deleted From All Submaps menu option to delete the object. After you
delete the object, add it to the map usingsidi@mename.

What do | do if | get an error that the log device is full?

The following two procedures describe how to do this. Rieeedure 2only when
the log is 100% fullThe log should be dumped each day to a backup device
according to SYBASE backup procedures.

UseProcedure 1 to purgethe log daily when you do not want to backup the databas
Procedure 1

Use the following procedure to purge the log daily when you do not want to backu
the database. This procedure safely purges the transaction log.

1. Logintoisql.
2. Issue the following commands.

1> dump transaction cascview with truncate_only

2> go
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Procedure 2

this reason you must back up the database immediately after

> The following steps leave the database in an inconsistent state. For
completing this procedure.

1. Log into ISQL and issue the following command.
1> dump transaction cascview with no_log

2> go

2. Enter the following command to leave isql.

1> quit
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NMS to Network Connectivity Problems

Table 6-2 provides basic troubleshooting solutions for resolving problems when yc
test the connectivity of the CascadeView/UX NMS software applications and the

Frame Relay ne

Table 11-2.

twork.

Connectivity Troubleshooting Solutions

Problem

Possible Causes

Solutions

Changes that you
entered to the netstat -
configuration have not|
taken affect.

Wrong order of addition
rto table not in script.

Use thenetstat -r command to
check routing. Make sure the entry
comes before the default route.

You are unable to
access a Serial Port o
the SPARCstation.

You may be using the
nwrong end of the split
cable.

Connect the other end.

Your modem does not
dial when you use the
SLIPDIAL option.

Your hardware may be
connected improperly, of
an incorrect serial port
may be specified in the
configuration files.

Verify that the correct cables are
connected to the modem, phone
jacks, and the Serial Mgmt Port.
Make sure the serial port is
configured properly.

When using
SLIPDIAL, you cannot

establish a connection.

The modem dials and
you get an answer, bu
no connection is
established.

The setting on the remot
modem may be incorrec

e Verify that the communicating
.systems are using the same baud 1
and settings for data bits, parity typ
stop bits and flow control.
If your modem supports echo mod
you may further investigate
connection problems by putting yol
modem into echo mode. The mode
will then send back all commands
receives. On a Hayes compatible
modem, you can turn on echo mod
using the at el command and turn
off using the at e0 command.

ate

e
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Table 11-2.

Connectivity Troubleshooting Solutions

Problem

Possible Causes

Solutions

SPARC Network
Interface Card fails.

The Network Interface
card may be defective.

Run the diagnostic software supplie
by the network card manufacturer.
the diagnostic program fails, remov
and replace the card. Attempt to pir
another host on the LAN to verify
connectivity.

d
If
e

g9

Ping failed: Network
unreachable.

The gateway device
could not forward the
ping packet. Either the
destination address is
non-existent or the route
in the netstat table does
not match the Ethernet IR
address in the switch.

Use CascadeView/UX to change th
current Ethernet IP Address. Then
regenerate the text file and repeat
text file transfer to the switch.

Or, change the netstat route to reflg
the Ethernet IP Address that is

P already configured in the switch.

e

ct

Ping failed: timeout.

Either the IP address
machine is down or the
network path to the targe
IP address failed.

The other end of the connection di
not respond to the ping command.

t Use the ping -s command to reach

the IP address multiple times to
determine if the problem persists.

A switch, or SPARC,
that was previously
accessible is now
unreachable.

Possible problem with
the network routing, or &
device(s) on the network]
is down.

Use theping -scommand to test the
connectivity.
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Connectivity Troubleshooting Solutions

Problem

Possible Causes

Solutions

The switch icons in the
network map remain
Red, even after
checking all of the
following
configurations:
Ethernet or SLIP
physical connections
(cabling, transceiver
connections, Ethernet
drivers, Ethernet
network interface
cards),
communications
settings, software
configurations, and all
error messages.

The NMS is not
communicating with
the switch. There areg
many possible
reasons for this
problem:

The NMS may be
sending the wrong
ARP and ICMP
requests.

You may have a
faulty network
interface card
installed on the
SPARC.

There may be an
error in the network
media.

The SPARC IP
Address may be
wrong.

The NMS Path is
incorrect.

The Ethernet IP
address for the
switch is missing or
incorrect

Use the ping command to test
connectivity. Make sure that other
active IP devices on the local
network can respond to ICMP ech
requests. You should also verify th
the SPARC is sending proper ARP
and ICMP echo requests by trying
ping the following devices: a UNIX
host or any other machine that
supports TCP/IP protocol stack. If
you get intermittent results, your
problem may be hardware related.
Run diagnostics on the network
interface card and diagnose possil
faults in the LAN or inter-network
media.

If the IP Address is different from
the IP address assigned to your

SPARC when you configured the
switch, do one of the following:

* Use a text editor to change you
SPARC'’s IP Address to reflect
the IP Address that was
downloaded to the switch. The
change the NMS Path IP addre
in CascadeView/UX to reflect
the NMS SPARC'’s current IP
address and regenerate the te
file. Next, repeat the text file
transfer to the switch.

* Change the SPARC's entry in
the/etc/hostsfile to the new IP

address and reboot the SPARC.

=

5SS

—
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Switching to a Redundant B-STDX 8000/9000
Standby Card

To manually pass operation from an active 1/0O module to a redundant standby car
complete the following steps:

1. Onthe network map, select the switch where the redundant card is configurec

2. From the Administer menu, choose Cascade Paramet&et Parameters. The
Switch Back Panel dialog box appears, displaying a graphical representation ¢
the back plane of the selected switch.

3. Select the desired slot configuration and choose the Switch to Redundant Car
command button located at the bottom of the dialog box.

Using the Upload PRAM Command

Occasionally a situation occurs where the switch configuration file for a specific 1/(
module and the configuration stored in the NMS database do not match. This can
happen when you upgrade your switch software or use a network management prc
other than CascadeView/UX to manage the switch.

A If you remove an I/O Module from one switch and install this module in a

second switch, you get a PRAM conflict. This happens because the
module contains an unknown configuration. Do not use PRAM upload to
clear this condition. Instead, use the erase PRAM function described in
the Network Configuration Guide for B-STDX/STDX to clear PRAM on this
module and then reconfigure the module.
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To resove PRAM conflicts use the UploddPRAM command to ew the switch
corfiguration file storal in PRAM. This enales you to comparthe cotiiguration file
storad in the switch (PRAN to the cofigurationfile stored in NMS database.

» If you need to replace the daguration file stored in the NMS database, use
Upload PRAM to replace it wih the switch onfiguration file stored n switch
PRAM.

« If you need to replace the daguration file stored in switch PRAM, use the
synchraize PRAM commaul to replace thisfile with the ore stored in the NMS
database. Refer to the Matrk Corfiguration Guide for B-STDX/STDX for
details.

The fdlowing sotware is reqired to use the Upad PRAM command:
» Cascad¥iew/UX 1.5.x or dove

» Switch Releasd.0.3yy or 4.1x or alove, whereyy is greater thabO for
B-STDX 8000/9000 models.

e Switch Releas@.4 for STDX 3000/6@0 models.

Upload PRAM Objects Suppo rted

Upload PRAMcurrently supports the foliwing objects:
e Physcal ports

» Logical pors (exceptTrunk ports)

+ SMDS Indvidual Addresses

 SMDS Group Addresses

* SMDS Alien Addresses

* SMDS Address Screens
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Guidelines for Using Upload PRAM

Before you use the Upload PRAM command, review the following points:

You can use upload PRAM to add objects from switch PRAM to the NMS
database, as long as the objects being added to the database do not conflict v
existing objects in the database. An example of this would be, the NMS datab:
already contains a switch with that name.

If you need to add SMDS Group Addresses and Group Address members, upl
PRAM information from the CP before you upload PRAM from an I/O module.

— The CP upload creates the Group Address in the CP.
— The I/O module upload adds the members into the Group Address.

If you need to add SMDS Address Screens and Address Screen members, uf
PRAM information from the CP before you upload PRAM from an I/O module.

— The CP upload creates the Address Screen in the CP.
— The I/O module upload adds the members into the Address Screen.

Due to the interdependency of objects with other objects in the dathbase,
carefulwhen you use upload PRAM to delete objects from the database. In
general, do not create a situation where there are dangling objects (i.e., an ob
without a parent) in the switch before applying the upload PRAM. For example
deleting a logical port without first deleting all associated individual addresses
address screens will create dangling objects and will cause a problem during 1
upload PRAM process. Refer to Figure 6-1 to determine the relationships that
exist between CascadeView/UX objects in the database.
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The Obect Hierarcly

Networkwide Para
[ [ ]

| SMDS Net GA | | Switch | | User Info |

SMDS Mask | | NMS Path | | card | | NMS Access | | SMDS GA

Physical Port

Logical Port

|
SMDS DTE Addr | | Trunk | | Circuit

| Managment DLCI | | MultiCast DLCI |

| SMDS Mgr Addr | | SMDS 1A || SMDS Screen |

Circuit Path

Figure 11-1. CascadeView/UX Object Hierarchy
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To upload the switch configuration file stored in PRAM:
1. On the network map, select the switch object.

2. From the Administer menu, choose Cascade Paraniet8et Parameters. The
Switch Back Panel dialog box appears, displaying a graphical representation ¢
the back plane of the selected switch.

3. Select either the I/O module or the control processor module and choose the
PRAM command. The CascadeView PRAM Sync dialog box appears.

= | Cascadetiew: Pram Sync

|A Synchronize PRAM

+ Erasze PRAM
+ Upload PRAH

+ Generate PRAM

0Ok | Cancel |

Figure 11-2. PRAM Sync Dialog Box

4. Select Upload PRAM and choose OK. The Card PRAM Upload and NMS
Synchronization dialog box appeatrs.

=| Card PRAM Upload and NMS Synchronization

Switch Mame: | Troy |

slet 1 [1 |

Records Records
Different Uploadable

Ttems in HMS Only | | | |

Items found in Switch Only | | | |

Ttems found in Both NMS and Switch | | | |

Differences Listed in files

| Compare PRAM | | el

Figure 11-3. Card PRAM Upload and NMS Synchronization Dialog Box
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5. Choose Compare PRAM.

6. The dialog box displays information about the number of inconsistencies betwe
the PRAM configuration file and the NMS database. If the field displays a zero
there are no differences between the PRAM and NMS configurations.

Review the following list for a description of the fields on this dialog box. For thi
example, keep in mind thaémcould be a single physical or logical port
definition.

Iltems in the NMS only— The item exists in the NMS database, but not in the
switch PRAM. This could happen if you made configuration changes to an
unmanaged switch.

Items found in Switch only— The item exists in switch PRAM, but not in the
NMS database. This could happen if you configured a switch using a third-par
network management station.

Items found in both NMS and Switch— This item exists in both places, but
there are discrepancies in the configuration. This would happen if you modifiet
the configuration directly from the console. For example, if you used console
commands to change the admin status of a logical port, the logical port definit
in switch PRAM indicates that the logical port is down; the NMS database recol
the logical port as up. These discrepancies can also occur if a PRAM
synchronization or set fails.

7. The name and location of the file that stores the inconsistencies appears on tt
dialog box. Choose View to display the inconsistencies file.
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=| Wiew Pram Conparizon File

Files | /tftpbootsow_cfgiyncFiles/Cobra,PO4,dif Fri Jan 5 03:05:15 1936

PRAM Comparizon

Switch Upload Sunc File: /tftpboot/cv_cfgSuncFiles/Cobra,CO4
NMS Sunc File: Atftpboot/cv_cfaSuncFiles/Cobra.Po4
Time: Fri Jan & 09305315 1996

Switch Yersion HMS Version

CARD:

card_log_slotid = 4
card_isdn_sw_type = 2
card_isdn_nfas_dchan_per_card = 1
card_isdn_charnel_id = 1

CARD:

card_log_zlotid = 4
card_isdn_sw_type = 0
card_izdn_nfas_dchan_per_card = 0
card_isdn_channel_id = 0

LPORT: LPORT:
lport_key = 2 lpart_key = 2
pport_slotid =4 pport_slotid =4
pport_id = 2 pport_id = 2
lport_id = 1 lport_id = 1

lport_lmi_async_dly = 3 lport_lmi_async_dly = 0

PPORT:

pport_id = 1
pport_slotid = 4
pport_datarate = 9600
pport_isdn_pri =2

PPORT:

pport_id = 1
pport_slotid = 4
pport_datarate = 0
pport_isdn_pri =0

FPORT:

pport_id = 2
pport_slotid = 4
pport_datarate = SE00
pport_isdn_pri =2

PPORT:

pport_id = 2
pport_slotid = 4
pport_datarate =0
pport_isdn_pri =0

Close

Figure 11-4. SamplePRAM Inconsistencies File

Choose Close to retarto the Card PRAM pload and NMS Synchonization
dialog box.

8. To synchronize he informatio betwea switch PRAV and the NMS3lJatabase,
you have two options:

e Choose the Update NMS [xtabase commanl to use the cofiguration stored
in switch PRAM.

» If you need taise the cofiguration stord in the NMSdatabase, choose
Close. Use th&ynchronize PRAMommand to update PRAlefer to the
Network Cafiguration Guide for B-STDX/STIX for details).
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9. Repeat Steps 3 thro@ for eat I/O module to omplete the cofiguration
upload.

> If an error occurs during the upload process, a message dialog appears.
After closing this dialog box, you can choose Update NMS Database to
continue the upload process for the remaining items.

If there are problems with the PRAM configuration file, refer to the
description for chmod 666 /dev/cua/a <Return> in the Network
Configuration Guide for B-STDX/STDX for instructions to download the
configuration file stored in the NMS database.
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Deleting a Switch Configuration Database

To delete a switch configuration from the database, you must first delete the entire
configuration associated with the switch to be deleted, for example, logical ports,
trunks, circuits, etc.

The following steps outline the proper order in which to delete a switch configurati
from the database:

1.

2
3
4,
5
6

Delete all permanent virtual circuits defined for the switch to be deleted.
Delete all trunk connections to the switch to be deleted.

Delete all logical ports on the switch.

Delete all physical ports on the switch.

Delete all I/O module configurations on the switch.

Delete the switch icon from the map.
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Technical Support Checklist

Before placing a call to the Cascade Technical Response Center (TRC), review th
following checklist to make sure you have gathered all the information you need:

g If you are experiencing NMS SPARCstation problems, check the system
and make note of the following information:

Model type

Amount of available memory
Operating system and version number
Network interface card (NIC) type
NMS IP Address

Subnet Mask used

Also, display, print, and note any changes to the configuration files: netstat
-1, ifconfig -a, ovstatus, and showserver. Pipe the results to a separate file t
examine later.

g If you cannot make a connection from the NMS to the switch, check and
note the following:

Connection method used, e.g., Ethernet, Indirect Ethernet, SLIP,
Management DLCI, etc.

Type of modem used (if any)
Cable and connection types (if applicable)

All IP addresses for the NMS path, Primary NMS, second and third
NMSs (if any) , and Ethernet IP address (if any) configured on the
switch.

If using the Indirect Ethernet or Management DLCI connection method,
note the IP addresses of the associated routers.

Please have access to your NMS SPARCstation when calling the Cascade
Technical Response Center (TRC).
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M

M

If you are having trouble configuring a permanent virtual circuit (PVC),
check and note the following:

* Physical and logical port configurations; LMI type, CIR, Be, Bc, clock
speeds.

If you are trying to diagnose physical port-level problems, check and note

the following:

« Physical attributes configured on the ports

e Cables, pinouts, and DSU/CSU equipment and its configurations

e Admin status

If you are trying to diagnose logical port-level problems, check and note the
following:

* LMI port configuration

e Poll timers and verification timers configured for the port

« DSU/CSU equipment and configurations, etc.

¢ Admin status

Diagnostic and Troubleshooting Guide for B-STDX/STDX




Technical Support Checklist A
ASCEND

Contacting Cascade

Cascade provides a full range of support services to ensure that the maximum net
uptime is achieved with low equipment cost. The staff at the Cascade Technical
Response Center are also available to assist with any problems encountered whil
using the NMS software. You can contact the Cascade Technical Response Cent
phone, email, or fax.

Calling by Phone

Cascade offers Customer Support 24 hours a day, 7 days a week. To contact the
Cascade Technical Response Center by phone, use one of the following numbers

In the United States and Canada
1-800-DIAL-WAN (1-800-342-5296)

Outside the U.S., Canada, and the United Kingdom
1-978-952-7299

In the United Kingdom
0-800-96-2229

Sending Electronic Messages or Faxes

To contact the Technical Response Center by email, address your requests to
cs@casc.com

To contact the Technical Response Center by fax, call

1-978-392-9768

Include the following information when requesting support through electronic mail
a fax message.

* Your name and telephone number
» Name of contact person and telephone number (if different from above)

» Brief description of the problem
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» List of identifiable symptoms

* Any information that you gathered as a result of reviewingTthehnical Support
Checklist” on page 11-38
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Operating System

A If you need to reinstall the Operating System software due to accidental

loss or damage, please consult with a Cascade Customer Service
representative immediately. Unless you are upgrading your switch
software, Cascade does not generally recommend that you install the
Operating System software, since it is loaded at the factory before
shipment.

This chapter provides step-by-step instructions to download the Operating Systen
software for the STDX 3000/6000 and the B-STDX 8000/98@0sure to check the
current Release Notes for updated information.
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About Cascade Firmware

The Cascade switch firmware uses a flash-based Operating System (OS) softwar
loaded at the factory. You can erase and restore the flash in one of two ways:

*  While the switch is communicating with an NMS and running an existing OS.

e While the switch is in an unknown or non-running state, and not communicatin
with an NMS.

The first method is the most desirable and easiest. Once the switch is operational
communicating with the NMS, you can download the software from the NMS over t
network.

The sections that follow detail how to erase the existing flash and load a new vers
of the OS software.

Downloading Firmware to the STDX 3000/6000

There are two methods for downloading the firmware to the B-STDX 8000/9000. T
first method is the normal method of operation and is strongly recommended. The
second method should only be used as a backup.

Method 1— Enables you to download the firmware from CascadeView/UX while th
switch is up and communicating with the NMS, as described in the “Downloading

from the NMS” section. This method is the normal and recommended method for

downloading the firmware.

Method 2— Enables you to download the firmware when the switch is not
communicating with the NMS, as described in the section “Downloading from the
Console.” You should only use this method as a backup and only after consulting v
a Cascade Technical Response Center representative.

Diagnostic and Troubleshooting Guide for B-STDX/STDX




Downloading Firmware to the STDX 3000/6000

Downloading from the NMS

Before you can download the switch firmware from the NMS to an STDX 3000 or
6000 switch, you need to install the NMS software and firmware as described in tt
Network Management Station Installation Guiake sure that the firmware file
STDX.ROM is located in the directory:

/opt/CascadeView.var/SwitchSoftware
To download the firmware from the NMS, complete the following steps:

1. Start CascadeView/UX, and then open the network map. Select the switch to
which you are installing the firmware. From the Misc menu, choose Cascade Vi
_ Logon and enter your logon password.

2. From the Administer menu, choose Cascade Switdh&opwnload Switch
Software. Select the file STDX.ROM from the listbox. SeMatto answer the
guestion “Reboot after Download?”

After the TFTP file transfer completes, and the new software has been burned
FLASH storage area, the switch cold boots and adopts the new software. The
switch now contains the new firmware.
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Downloading from the Console
To download the firmware from the console, complete the following steps:

1. Install a connection from the SPARCstation to the Serial Network Managemer
port on the back of the switch.

2. Execute a terminal emulation package.

3. Force a Line Break condition to the switch. One of the following prompts appe:

> Indicates that both OS software and a PRAM configuration is resident in th
switch.

>> Indicates that OS software is resident in the switch but that no PRAM
configuration is resident.

=> |ndicates that the manual mode jumper is on both posts of the W1 jumper
the Packet Processor or that there is no OS in FLASH.

> If the switch does not respond to a CTRL-BREAK command sequence,

check to make sure that you installed a DTE - DTE crossover cable.
(Refer to your hardware manual for cable diagrams.) Then, refer to the
section “Bringing the Switch Up With the Manual Mode Jumper On” for
further instructions.

4. At either the > or >> prompt type the following:

login debug

password: [your debug password]

If you do not know your debug password, contact the Technical Response Cel
5. Atthe ## prompt type the following:

nindy

The system is now entering the low level debugger. This process takes about «
minute to complete. Once initiated, the => prompt appears.
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6. Atthe => prompt, type the following command to erase PRAM:

ep
When the PRAM is erased, a >> prompt appears.

7. Atthe >> prompt, type the following command to delete the flash (or system
operating code):

df

The df command responds by erasing flash and programming zeroes.

8. Once the df command stops at the Receiving File, start an Xmodem file transfe
send the operating (binary) code to the switch. The file is located in the followi
location:

/opt/CascadeView.var/SwitchSoftware
The flash download takes about five minutes to complete.

9. When the file transfer completes, power the switch Off and then On to load the
new OS software. The switch performs power up diagnostics and returns a >>
prompt.

10. From the console terminal, force a Line Break condition. A banner appears,
displaying the switch name and software release number. Verify the release
number.

> If the switch does not respond to a Line Break condition, bring up the

switch with the Manual mode jumper installed. Refer to the
instructions provided in the “Bringing the Switch Up With the Manual
Mode Jumper On” section that follows.

You must now download the initialization script file for the switch to become
operational. Thé&letwork Configuration Guide for B-STDX/ST&scribes this
procedure.
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Bringing Up the Switch With the Manual Mode Jumper

If the STDX 3000/6000 does not respond to a Line Break condition, complete the
following steps to bring up the switch with the Manual mode jumper on.

>

1.

Be sure to use the appropriate static guard measures and power off
the switch.

Power off the switch.

Loosen the two screws on the Packet Processor (PP) module and remove the
Place the jumper for W1 across both posts. Jumfeis located approximately
midway on the right side of the board (front facing the user).

Return the PP module to the switch and power on the unit.

At the => prompt, type the following command to erase PRAM:

ep
When the PRAM is erased, the >> prompt appears.

At the => prompt, type the following to delete the flash (or system operating
code):

df
The df command responds with erasing flash, programming zeroes.

Once the df command stops at the Receiving File, start an Xmodem file transfe
send the operating system code to the switch. The file is located in the followir
location:

/opt/CascadeView.var/SwitchSoftware

7.

The flash download takes about 5 minutes to complete.

Once loaded, power the switch off, return the jumper to one post, and then po
the switch on.

You must now download the initialization script file for the switch to become
operational. (Th&letwork Configuration Guide for B-STDX/STO&scribes this
procedure.)
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Clearing the STDX 3000/6000 Parameter RAM

The STDX 3000/6000 uses 64 KB of battery backed-up RAM for parameter
configuration storage. The NMS SPARCstation generates an initialization script fil
containing the SNMP SET commands that control the switch's configuration. The
SPARCSstation that contains the initialization script file loads the initial parameter
configuration into the switch.

After the switch is running with the configuration and is communicating with the
NMS SPARCSstation, you can make any additional configuration changes dynamic:
on-line. You only need to download the initialization script file if the switch does nc
contain a parameter configuration file or if you want to replace the existing
configuration file. (TheNetwork Configuration Guide for B-STDX/STI&scribes

how to produce the initialization script file.)

To remove an existing configuration from the STDX 3000/6000, complete the
following steps:

1. Install a console terminal to the Serial Management Port on the Packet Proce:
2. Force a Line Break condition to the switch to get the > prompt.

3. Atthe > prompt, type the following:
login debug

password: [your debug password]
If you do not know your debug password, contact the Technical Response Cel

4. At the ## prompt, type the following:
reset pram

Are you sure (YES/NO)? YES (YES must be typed in uppercase letters)

5. At the ## prompt, type the following:
reset system
Are you sure (YES/NO)? YES

(YES must be typed in uppercase letters.)
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The system then displays the following message:

resetting switch, stand by...

Once the switch comes up (1-2 minutes), a >> prompt appears. This prompt
indicates that you successfully erased PRAM and the switch is ready for a nev
initialization script file download.
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Downloading Firmware to the B-STDX 8000/9000

There are two methods for downloading the firmware to the B-STDX 8000/9000. T
first method is the normal method of operation and is strongly recommended. The
second method should only be used as a backup.

Method 1— Enables you to download the firmware from CascadeView/UX while th
switch is up and communicating with the NMS as described in the “Downloading
from the NMS” section. This method is the normal and recommended method for
downloading the firmware.

Method 2 — Enables you to download the firmware when the switch is not
communicating with the NMS as described in the section “Downloading from the
Console”. You should only use this method as a backup and only after consulting v
a Cascade Customer Support representative.

Cascade distributes the B-STDX 8000/9000 firmware in a set of files. Each file
corresponds to a particular type of B-STDX 8000/9000 card or card famdie 12-1
illustrates three firmware file description examples.

Table 12-1. Firmware File Description Examples

File Description

CP.ROM Supports the Control
Processor card.

IOPTYPEA.ROM Supports the UIO,
T1/E1/DSX1 cards.

IOPTYPEB.ROM Supports the HSSI, ATM,
ATM DS3, and channelized
DS3 IOP cards.
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Downloading from the NMS

Before you can download the B-STDX firmware from the NMS to an STDX
8000/9000 switch, you need to:

e Install the NMS software and firmware as described in the Network Manageme
Station Installation Guide.

* Make sure that the /opt/CascadeView.var/SwitchSoftware directory contains th
firmware files listed infable 12-1 on page 12-9

e \Vrify that the TFTP daemon is running. If it is not, see the Network Manageme
Station Installation Guide for instructions on how to configure the TFTP daemc
to start automatically.

The procedure for downloading the firmware varies depending on whether you are
downloading to a single CP or a redundant CP. The following sections describe et
of these procedures.

Downloading to a Switch with a Single CP

To download the firmware from the NMS to a B-STDX 8000/9000 switch with a
single CP module, complete the following steps:

1. Start CascadeView/UX, and then open the network map. Select the switch to
which you are installing firmware. From the Misc menu, choose CascadéView
Logon and enter your logon password.

2. From the Administer menu, choose Cascade Switdh8®wnload Switch
Software. Select the fil€EP.ROM from the listbox. ChoosKo to answer the
guestion “Reboot after Download?”

3. After the TFTP file transfer completes, the switch is temporarily unreachable &
its map icon changes to red. This condition should last only a few moments wt
the CP burns the new software image into its FLASH storage area.

4. When the switch becomes reachable again, select the switch on the network
to which you are installing firmware. From the Administer menu, choose Casce
Switchesd Download Switch Software.

5. Select the fildHOPTYPEA.ROM from the listbox. ChoosHo to answer the
guestion “Reboot after Download?”
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6. After the TFTPfile transfer ompletes, tle switch is temporarily areachable and
its map icon changes to red. Thandition stould last only a éw moments while
the CP burnsthe new sdtware imageinto its FLASHstoragearea.

7. Select the switchrothe netvork map to whichyou ae installing firmware. From
the Administer menu, choose Cascade SwitdieBownload Swith Software.

8. Select thdile IOPTYPEB.ROM from the listbox. Choos¥esto arswerthe
guestion “Reboot after @vnload?”

9. After theTFTPfile transfer completesnd the rew image isburned into FLASH,
the switch completely reboots and ale cads alopt the mw software.

burning in a new version of the boot flash before loading and adopting

> The switch takes longer than usual to reboot because each IOP may be
the new software. This process is a one-time only burn-in.

10. Optionally upload the PRAMfor each cail. See'Using the Upbad PRAM
Command” on page 119Zor more information.

11. PRAM Synch edtcard. When the switch becomes reachable from the NMS,
ead card is in a ma@inal state. e Backgroud Diagnostics status screen
displays a PRAM Obsolete error codfeu mustPRAM Syncheach card to
complete lhe installation process. Do not attenip madify the switch
corfiguration in any way until you synchonize all he cads. (Refer to the
Network Cafiguration Guide for B-STDX/STD#or more informatn.)

12. Use the Clear Backgrodroption on the Foreground Diagrostics dialog bx to
clea each cards niginal state in th Background Diagrostics bg. See
“Foreground Diagostics”on page 3-24or more information.
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Downloading to a Switch with a Redundant CP

These instructions assume that the CP in slot one is the active CP, and that the C|
slot two is the standby CP.

To download the firmware from the NMS to a B-STDX 8000/9000 switch with a
redundant CP module, complete the following steps:

1.

10.

Start CascadeView/UX, and then open the network map. Select the switch to
which you are installing firmware. From the Misc menu, choose CascadéView
Logon and enter your logon password.

From the Administer menu, choose Cascade SwitéhBewnload Switch
Software.

Select the fil&€P.ROM from the list box. Choosdo to answer the question
“Reboot after Download?”

After the TFTP file transfer completes, the switch is temporarily unreachable &
its map icon changes to red. This condition should last only a few moments wt
the CP in slot 1 burns the new software image into its FLASH storage area.

When the switch becomes reachable again, select the switch on the network r
From the Administer menu, choose Cascade Switch&ownload Switch
Software.

Select the fileOPTYPEA.ROM from the list box. Chooddo to answer the
guestion “Reboot after Download?”

After the TFTP file transfer completes, the switch is temporarily unreachable &
its map icon changes to red. This condition should last only a few moments wt
the CP in slot 1 burns the new software image into its FLASH storage area.

Select the switch to which you are installing firmware. From the Administer
menu, choose Cascade Switche$ownload Switch Software.

Select the fildfOPTYPEB.ROM from the list box. Chooddo to answer the
guestion “Reboot after Download?”

After the TFTP file transfer completes, the switch is temporarily unreachable a
its map icon changes to red. This condition should last only a few moments wt
the CP in slot 1 burns the new software image into its FLASH storage area.
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11.

12.

13.

14.

15.

16.

17.

18.

19.

From the CascadeView Switch Back Panel screen, select the Switch to Redun
Unit option to switch to the standby CP.

Return to the CascadeView map and verify that the switch to which you are
installing firmware is highlighted. From the Administer menu, choose Cascade
Switches] Download Switch Software.

Select the fil&€P.ROM from the list box. Choosdo to answer the question
“Reboot after Download?”

After the TFTP file transfer completes, the switch is temporarily unreachable &
its map icon changes to red. This condition should last only a few moments wt
the CP in slot 1 burns the new software image into its FLASH storage area.

When the switch becomes reachable again, select the switch on the network 1
From the Administer menu, choose Cascade Switdh&ownload Switch
Software.

Select the fildAOPTYPEA.ROM from the list box. Choosdo to answer the
question “Reboot after Download?”

After the TFTP file transfer completes, the switch is temporarily unreachable &
its map icon changes to red. This condition should last only a few moments wt
the CP in slot 1 burns the new software image into its FLASH storage area.

Again select the switch to which you are installing firmware. From the Administ
menu, choose Cascade SwitchePownload Switch Software.

Select the filéfOPTYPEB.ROM from the list box. Choos¥éesto answer the
guestion “Reboot after Download?”

After the TFTP file transfer completes and the new software burns into FLASH
the entire switch reboots and adopts the new software.

> The switch takes longer than usual to reboot because each IOP may be

burning in a new version of the boot flash before loading and adopting the
new software. this process is a one-time only burn-in.

20.

Optionally upload the PRAM for each card. ‘§exng the Upload PRAM
Command” on page 11-Z8r more information.
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21. PRAM Synch edtcard. When the switch becomes reachable from the NMS,
ead card is in a m@inal state. e Backgroud Diagnostics status screen
displays a PRAM Obsolete error cod®u mustPRAM Syncheach card to
complete he installation process. Do not atterp madify the switch
corfiguration in any way until you synchonize all te cads. (Refer to the
Network Caofiguration Guide for B-STDX/STDXor more informatbn.)

22. Use the Clear Backgrodroption on the Foreground Diagrostics dialog bx to
clea each cards miginal state in ta Background Diagrostics bg. See
“Displaying Foregrourd Diagnostics on page 3-26 for more inbrmation.

Downloading f rom the Console
To download thefirmware from the consi@, complete the ftdwing steps:

1. Instal a @wnnection fom the NMSSPARCstation to the B-STDX8000/90®@
Network Management Parf(Refer to be B-STDX 8000/9000 Hdware
Installation Guice for details.)

2. Place loth of the two-positian dip switches (locatel on the front of the Control
Proessorcard) to pant left in the Off podtion.

> If you have a redundant CP installed in the switch, remove it from the
switch before continuing.

3. Reset the CP catuy sliding the ejectordck down and backip again.

4. Execute a erminal emulation padkage Guch as TIRM). Setthe ine paametersas
follows: 19,200 baud 8 bits, no parity.

5. Onthe terminal emulatp press Ente The bllowing prompt apears to indicate
that you are in cell mode:

%
6. Atthe % prompttype the folbwing:

kermit

The switch isnow awaiting receipt of the firmwarefile.
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7.

10.

11.
12.

13.

Using the terminal emulation package, send the firmware files (CP.ROM,
IOPTYPEA.ROM, and IOPTYPEB.ROM) to the switch via the kermit send
protocol.

During the file transfer, the CP's Marginal LED should remain solid. When the fi
transfer completes, the Marginal LED shuts off.

Repeattep SthroughStep 8until all file transfers complete.

Place both of the CP's two-position dip switches to the On position, pointing to |
right, away from the position numbers.

Reset the CP card by sliding the ejector lock down and back up again.

If you removed a redundant CP card from the switch, reinstall the card and the
reactivate the card. To see if the redundant card is present:

— Verify the Redundancy LED is blinking; or

— Use theshow card statecommand from the console to check if the slot is
active

Use the following command to erase the PRAM and the flash memory from th
redundant (standby) card. Note that ther@ $pace AFTER the last 2nd
before the final number 1 in the command.

## set card.2.1.72.1.2 1

After the system erases the flash memory from the card, the active CP
automatically downloads the current flash memory to the standby card.
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Clearing the B-STDX 8000/9000 PRAM

The B-STDX 8000/9000 uses 64 KB of battery backed-up PRAM for configuration
storage. The NMS generates an initialization script file that contains the SNMP SE
commands for controlling the switch's configuration. The SPARCstation that conta
this initialization script file loads the initial PRAM configuration into the switch.

Once you power on the switch with the new configuration, and it is actively
communicating with the NMS, you can make additional configuration changes
on-line. You only need to download the initialization script file if the switch does nc
contain a parameter configuration file, or if you want to replace the existing
configuration file. (TheNetwork Configuration Guide for B-STDX/STBXplains the
procedure to generate and download an initialization script file.)

The following three methods are available for clearing the existing PRAM
configuration from the B-STDX 8000/9000.

Method 1— Uses the NMS software to clear PRAM. This first method is
considered the normal operation and is strongly recommended.

Method 2— Requires you to connect a console terminal and clear the PRAM
each card according to the slot number. You should only use this second mett
as a backup.

Method 3— Is a backup method that you should only use as a last resort and c
after consulting with a Cascade Customer Support representative.
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> Use caution when relying solely on the NMS. If you reset PRAM on a card
that contains the only trunk providing a path to the NMS, you will lose
connectivity from the NMS to the switch.

1. Onthe network map, select the switch for which you want to clear PRAM.
2. From the Administer Menu, choose Cascade Paraniét&st Parameters.

3. Select each IOP card (one at a time) and choose the Synch PRAM command
button.

4. Choose Erase PRAM.
5. Repeattep 3andStep 4until you have erased the PRAM for each card.
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1. Install aconsole ternmal to the Network Managemet Port an the CPA. (Refer to
the section “Conrecting a Casol€’ in the Cascade B-STDX 8000/900Hardware
Installation Guice for details.)

2. Force a Lne Bre& condition to the switch. Enter a minimum of three characters
for login name and entenalid community name as the passrd. (“cascade” is
the default comnunity name.)

3. At the > prompt, type te following:
enable debug
passwo r d: [your debug password] (or cascade)

If you db not krow your debug passverd, contact tie Technical Response Cente

4. Choose one bthe following actions dpendingon whether pu are rermving
PRAM onindividual cards.

a. If you are remving PRAM on all cardsm the switch including the CP, at the
## prompt typete following:

resetp ramall

b. If you are reraving PRAM on individual cards inlie switch at the # prompt
type the following:

resetp ram [#] (where [#]is the card or slot number)
Areyo u sure (YES/NO)? YES
5. At the ## prompt, type he following:
reset system (this step reboots all cards)

Are yo u sure (YES/NO)? YES

Once the switch comesp (1-2 minutes), a >> prompt appears. This prontgitétes
that the PRAM is erased and theitel iswaiting for a new initializaion scripffile
download.
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Downloading Firmware to the B-STDX 8000/9000

Method 3

You stould only use the follwing method as a last resort, andlp as instuctedby a
Cascadd&echnical Response @ter representate.

1
2.

Power off the switch.

Instal a cnnection fom the NMSSPARCstatian to the B-STDX8000/90®
Network Managemet Port. (Referto the Cascade B-STDX 8000/906lardware
Installation Guice for details.)

Place loth of the two-positian dip switches (located on the front of the Control
Processor cajdo the Gf position (left).

Power on tre switch.

Execute a erminal emulation padkage Guch as TRM). Setthe ine paametersas
follows: 19,200 baud 8 bits, no parity.

On the terminal emulatopress Ente The bllowing prompt apears to indicate
that you are in cell mode:

%

At the % prompttype the folbwing:

erase_ pram
Power off the switch.

Place both oftte CP'dwo-position dip switties totheOn positbn, pointing tathe
right, away from the position rumbers a the switd.

10. Power on tle switch.

Once the switch comesp (1-2 minutes), a >> prompt appears. This prongitates
that the PRAM is eraseah the CP cad only and that he switch iswaiting for a rew
text file download.
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Console Commands

This appendix provides a listing of the console commands that you can enter to
perform various tasks on the switch, or to obtain information from the switch. The fi
section describes console commands for the B-STDX 8000/9000. The next sectio
describes commands for the STDX 3000 and 6000.

> The console remembers the last ten commands that you enter. B can
be used to recall previous commands as needed.
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B-STDX Console Commands

This table provides a summary of all B-STDX Console Commands.

Table A-1. B-STDX Console Commands

Command Description

Press BREAK to log in to The first command you see
console

STDX (nodename) The login procedure

login: yourname

password:

Cascade B-STDX Configuration The Console Header
Console

Name: nodename
Location:

Model: 651-09000-00
Serial# 0040FB010166
SW Rev: 03.01.01.02

>

enable go in master mode

get <oid string> SNMP get

help Displays help message

next <oid string> SNMP next

ping <ip address> ICMP pingége A-J

quit, exit, end, bye, logout Exit from console

reset pvc Sets the Admin status down and then up to

quickly reset the PVC. Can only be used in
debug modep@age A-9.
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Command Description

>>set debug password Old password:
New password:
Verify new password:
Debug password has been changed

show ? Display parametensage A-6)
show card <slot> Displays the card configuratipage A-9
show external Displays System External (ASE) OSPF

Autonomous host tableége A-19

show hardware The Module Identification Memory (MIM)
device allows you to use this command to
remotely access your card to determine card
type, hardware revision, serial number,
manufacturing part number, and product code.

(page A-13

show icmp ICMP statisticpbige A-19

show imxclk Displays the IMX clocking statisticsa(ge
A-16)

show ip IP statisticsp@ge A-1§

show Iport attributes <interface> Displays logical port attribyteg€¢ A-28

show Iport statistics <interface>  Displays logical port statistiegé¢ A-3)

show ospf adv [link type] Displays a specified link-state advertisement

[internal ip]

show ospf database Displays a link-state database, one per line
(page A-13.

show ospf interface Shows the state of all OSPF trymkse( A-19.

show ospf names Shows the routing table for resilient names
(page A-2).
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Command Description

show ospf route Shows the IP routing talpedge A-23.

show ospf statistics Displays various OSPF statistiagd A-2
show ospf vcpath [destination  Shows the path a virtual circuit will takewge
internal ip address] A-26)

show pvc statistics Displays pvc statistics and attributes (pages
<interface.dlci> A-16 to A-19)

attributes <interface.dlci>
show pport statistics <slot.port>  Displays physical port statigtiege A-33
show pport attributes <slot.port> Displays physical port attribupes g A-33

show rip route Displays information about the routing
information protocol (RIP) attributepdge
A-38)

show rip statistics Displays information about the routing
information protocol (RIP) statisticpdge
A-39)

show smds addr Shows the SMDS address table and addresses
(page A-4)

show smds area Shows all the NPA/NXX Area Numbers that are
known to this switch. This command also
displays information about the Virtual Circuit
table entriesffage A-40).

show smds ga_area Shows the SMDS GA angag(A-43

show smds path Shows the SMDSvirtual paths set up through
OSPF page A-49

show smds scrn Shows the SMDS screens and smddgk (
A-46)
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Command

show smds statistics

show smds trace

show software (all)
show software card
[slot_number]

show software flash

show smds path

show system

show tcp
show udp

show users

> |dle log out

B-STDX Console Commands "
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Description

Shows the SMDS IA and GA statigiose
A-58)

Shows the SMDS tracimape A-49

Displays all cards and the software information
for them page A-6)

Displays software information for a specific
card page A-62

Displays software versions in CP(s) flash
memory page A-63

Shows all the circuits that have been created or
are in the process of being set up by this switch.
Each pair of switches has one Virtual Circuit
setup for the SMDS Switching System
functionality page A-45.

Shows general system information and status
(page A-63

TCP statisticpfge A-6%
UDP statisticpége A-69

Displays current users logged on the switch
through console or telngbgdge A-67.

Appears when you have not used the console for
a few minutes.
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Example B-STDX Console Commands

The following pages list each of the console commands along with an example. T
commands are organized alphabetically. Each command is listed on a separate p:
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ping
Seeks a response from another network device.

>ping 192.9.200.22

Reply in <100 ms
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reset pvc [interface.dlci]

If you enable debug (#), you can use this command to set the PVC’s Admin Statu:
value to down and then up. This quickly resets the PVC.

# reset pvc [ interface.dlci ]
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set debug password

Changes the debug password.

>> set debug password

Old password:

New password:

Verify new password

Debug password has been changed
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show card [ slot number |

This command displays information about the control processor or card. This
information includes serial number, hardware, EPROM, software revisions, and sta
This command also retrieves statistics for memory and CPU utilization.

> show card
Examples
Example 1
> show card
Type Redun State SW Rev HW Rev EPROM .
Slot d Serial #
State
1 CP-BA Active Activ 04.01.00. 10.00.00 04.00.00.0 0040FBO1
SIC e 00 0 1185
2 CP-BA Stand Activ 04.01.00. 10.00.00 04.00.00.0 0040FBO1
SIC by e 00 0 1265
5 ulO-8 Active Activ  04.01.00. 05.00.00 03.03.00.0 0040FBO1
e 01 0 02D1
6 ulO-8 Stand Activ.  04.01.00. 04.00.00 03.03.00.0 0040FBO1
by e 01 0 0618
15 HSSI-2 Active Activ 04.01.00. 02.00.00 04.00.00.0 0040FBO1
e 01 0 0608
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Example 2

The following command displays information about the CP card in slot 1.

>show card 1

Serial # 0040FB020F Configured Card Type: CP-BASIC
5E

Hardware Revision: 10.00.00 Actual Card Type: CP-BASIC

EPROM Revision:  04.00.00.00  Physical Slot: 1

Software Revision:  04.01.00.00 Logical Slot: 1

Redund State: Active

Card State: Active Memory Utilization: 728560

Administrative Up CPU Utilization: 1%

Status:

Operational Status: Up

Diagnostic Status: Up
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Example 3

The following command displays information about the UIO card in slot 5.

>show card 5

Serial # 0040FB020E Configured Card Type: ulo-8
CcC

Hardware Revision: 05.00.00 Actual Card Type: UlO-8

EPROM Revision: 03.03.00.00 Physical Slot: 5

Software Revision: 04.01.00.00 Logical Slot: 5

Redund State: Active

Card State: Active Memory Utilization: 3596688

Administrative Status: Up CPU Utilization: 1%

Operational Status: Up

Diagnostic Status: Up

Packets Received: 0 Active PVCs: 2190
Octets Received: 0 Inactive PVCs: 2
Packets Sent: 0 Pending PVCs: 2188
Octets Sent: 0
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show external

This command displays OSPF Autonomous System Externals, such as the static
routes in OSPF.

> show external

Destination Mask Gatewa Metric Status Index DL

y Cl

192.9.200.101 255.255.255.250.0.0.0 1 1 4097 O
5

192.9.200.173 255.255.255.250.0.0.0 1 1 4097 O
5

192.9.200.175 255.255.255.250.0.0.0 1 1 4097 O
5
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show hardware

The Module Identification Memory (MIM) device allows you to use this command t
remotely access your card to determine card type, hardware revision, serial numb

manufacturing part number, and product code. For more information on MIM, cont:
the Cascade Technical Response Center.

> show hardware
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show icmp

This command displays ICMP statistics.

> show icmp
Receive Transmit

Messages: 142 201
Errors: 1 0
Dest Unreachables: 142 201
Time Exceeded: 0 0
Parameter Problems: 0 0
Source Quenches: 0 0
Redirects: 0 0
Echos: 0 0
Echo Replies: 0 0
Timestamps: 0 0
Timestamp Replies: 0 0
Addr Masks: 0 0
Addr Mask Replies: 0 0
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show imxclk

This command displays IMX clocking statistics.
> show imxclk

Current IMX Clocking

Clock Master Slot: 0
Clock Source Slot: 0
Clock Source ID: 0

No. of Clock Masters: 0

No. of Clock Sources: 0
Last 8 States of Clocking
State Description Initialization
State clock master slot: 0
State clock source index: 22
State Message ID: 0
State Message Source: 0
State Description Initialization
State clock master slot: 0
State clock source index: 22
State Message ID: 0
State Message Source: 0
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show ip

This command displays IP statistics.

> show ip

Inbound Direction
Datagrams Rcvd from Below:
Header Errors:

Address Errors:

Datagrams Forwarded:

Reassembly Reqds:

Datagrams Reassembled OK:

Reassembly Failures:
Reassembly Timeouts:
Unknown Protocol Errors:
Datagrams Discarded:
Datagrams Passed to Above:
Outbound Direction
Datagrams from Above:
Datagrams Discarded:

No Route Discards:
Datagrams Fragmented OK:
Fragmentation Failures:

Fragments Created:

145
6586

2257

2782
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This command displays a link-state database, one per line.

> show ospf database

Type ID

1(6) 201.201.201.1

1(6) 201.201.201.2

1(6) 201.201.201.8

5 152.148.81.66

5 152.148.81.5

5 152.148.81.5
5 152.148.81.5

5 152.148.81.72

15(3) 0.0.0.2

15(3) 0.0.0.2

15(3) 0.0.0.3

15(3) 0.0.0.3

15(3) 0.0.0.4

15(3) 0.0.0.4

15(3) 0.0.0.5

# LSAs: 19

Xsum: 0x8d9be
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201.201.201.1

201.201.201.2

201.201.201.8

201.201.201.1

201.201.201.8

201.201.201.2

201.201.201.8

201.201.201.1

201.201.201.2

201.201.201.1

201.201.201.2

201.201.201.1

201.201.201.2

201.201.201.1

201.201.201.2

Seg#
0x8000015e
0x80000071
0x80000151
0x80000122
0x80000124
0x80000045
0x80000124
0x80000122
0x80000045
0x8000011d
0x80000045
0x80000068
0x80000010
0x800000cf

0x80000003
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show ospf database

Age
1046
1046
1046
963
747
1050
747
963
1050
963
1035
899
1035
228

1272
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show ospf interface
This command shows the state of all OSPF trunks.

> show ospf interface

Nbr_ #LS DB

LPort Neighbor State Vers #Rxmt Req sum Instance
Int 0.0.0.7 Full 6 0 0 0

Int 0.0.0.8 Full 6 0 0 0

Int 0.0.0.11 Full 6 0 0 0

17 201.201.201.1 Full 6 0 0 0 0x22
38 201.201.201.1 Full 6 0 0 0 0x19
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show ospf namedpath [ type] [name] [len] [card]

This command shows the path that a circuit would take when an SVC call is made
thename Namescan be resilient UNI/NNI names, E.164 addresses, and NSAP
addresses.

> show ospf namedpath 3 0x39998989898 40 8

This example would specify that the system print the path that an SVC which
originated on card 8 would take to the NSAP address (type = 3) 0x39998989898/-

Parameters

The following list describes each of the parameters for the show ospf namedpath
console command.

Type — Specify a 1, 2, or 3 to indicate the type of name. Type 1= Resilient UNI/NI
names. Type 2 = E.164 addresses. Type 3 = NSAP addresses (type=3).

Name— This parameter specifies the name. The name is specified as a hexadeci
string. In the example above the name is 0x39998989898. If you do not know the
name, refer tdshow ospf names” on page A-2dr information on how to obtain the
name.

Len — The length of the name is specified in bits. For example, in the sample abc
this parameter is 40. If you do not know the length, reféshiow ospf names” on
page A-21for information on how to obtain the length.

Card — The card where the SVC originated.
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show ospf names

This command prints a line for evamameknown to the switchNamescan be
resilient UNI/NNI names, E.164 addresses, and NSAP addresses.

> show ospf names

Type Cost Name/Len Primary (Secondaries)

2 0 0x0/0 2/15

3 0 0x0/0 2/15

3 0 0x39018200000000000000000000000000000000/152 1/9
3 0 0x39028200000000000000000000000000000000/152 2/14
3 0 0x392222/24 2/13

3 0 0x39333333333333333333333333333333333333/152 2/15
3 1 0x39989898/32 1/39

Attributes

The following list describes each of the attributes for the show ospf names output.

Type — Lists a 1, 2, or 3 to indicate the type of name. Type 1= Resilient UNI/NNI
names. Type 2 = E.164 addresses. Type 3 = NSAP addresses (type=3).

Cost— The cost of the path to the switch currently hosting the name (i.e., the narr
primary location).

Name/Len Primary — This parameter indicates the name itself along with the
primary location for the name. These two parameters are separated by a slash. Tt
name is shown as a hexadecimal string. The length is shown in bits. For example,
the first line of the output shown above, the name is 0x0 and the length is O bits.

Secondary— Any secondary locations for the name.
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show ospf qospath [ IP address of destination node | |[card]

This command displays various gospath statistics.

> show ospf gospath

Forward BW (Kbytes):
Reverse BW (Kbytes):
Forward QoS (1-4):
Reverse QoS (1-4):
Metric (0-3):

Current Path ID:

S/W version (2-6):
Characteristics:

E-E Delay (milliseconds):
Private Net ID:

Void trunk (switch/IFIndex):

Dest: 0.0.0.0

Result:  Destination unreachable
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This command shows the OSPF routing table.

> show ospf route

Dest

152.148.81.2

152.148.81.5

152.148.81.17

152.148.81.66

152.148.81.72

201.201.201.2

201.201.201.8

Mask

255.255.255.255

255.255.255.255

255.255.255.255

255.255.255.255

255.255.255.255

255.255.255.255

255.255.255.255

Next_hop

201.201.201.1

None

201.201.201.1

201.201.201.1

201.201.201.8

170.170.170.170

201.201.201.8

State

External

Static

External

External

External

Internal

Internal
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show ospf route

Cost

N/A




This command displays various OSPF statistics.

> show ospf statistics

# switches:

# Dijkstra runs:

Max LSA size:

# router-LSAs:

# name-LSAs:

# VC lookups:

# successful defaults:
# QoS failures:

# VC reroutes:

# VC crankbacks

# OSPF trunk inst ch:
# Bad paths reg:
Routing S/W revision:

Max task latency (ms):

Diagnostic and Troubleshooting Guide for B-STDX/STDX

25

# reachable switches:

# Trunks:

# Stub links:

#AS-external-LSAs:

# LSA-Xsum:

# VC reroute attempts:
# specific VC calc.:

# VC unreachables:

# Multipoint cranks:

# VCMGR trunk inst ch:
# VCs using old rev:
Network S/W revision:

Max lookup time (ms):
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show ospf statistics

9(10)

3(3)

0x8d9be
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show ospf trunk
This command displays various OSPF trunk statistics.

> show ospf trunk

sw/ sw/

prt prt f_bw3 r_bw3 delay cost f_inst r_inst comments
1/14 2/38 52638 52638 14 2 0x10e 0x19

1/11 2/17 138937 138937 14 10 0x117 0x22

2/37 8/41 20506 20506 16310 1 0x54 0x138

2/35 8/23 29481 29481 16358 1 0x5 0x137
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show ospf vcpath

This command displays various OSPF trunk statistics.

> show ospf vcpath

Dest: 0.0.0.0

Result:  Destination unreachable
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show pport [ slot number |

This command provides information about all physical ports. This includes the ppc
number, the type of card, the number of logical ports, the clock speed, and admin
status. If you specify a slot number (see example), this command provides informa
about the card in the selected slot only.

>> show pport 4

pport type # of Iports  datarate status

1 uio 1 8192000 Up

2 uio 0 1536000 Down
3 ulo 0 64000 Down
4 ulo 0 64000 Down
5 ulo 0 64000 Down
6 uio 0 64000 Down
7 uio 0 64000 Down
8 ulo 1 2048000 Up
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show Iport attributes [

interface number |

This command displays information about the logical port you specify. Use the
interface numberiflum) to specify the logical port.

The following command displays the output you would receive for a trunk logical

port.
> show Iport attributes 1

Slot:

Port:
Interface:
Data Rate:
Trunk Status:
Remote Node:

Remote Interface:

Maximum Transmission Unit:
Administrative Status:

Operational Status:

12

1

1
2048000
Full Trunk Overhead: 5

150.150.50.1 Trunk Utilization: 100

2 Available Bandwidth:
0

19426

512
Up
Up

The following command displays the output you would receive for a logical port.

> show Iport attributes 6

Slot:

Port:
Interface:
Data Rate:

Maximum Transmission Unit:

12
5
6
2048000
8192
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Administrative Status Up

Operational Status: Up
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The following command displays the output you would receive for a channelized p

> show Iport attributes 12

Slot: 15

Port: 2

Interface: 12

Data Rate: 1536000

Member DSOs: 8,9,10,11,12,13,14,15,16,17,18,19,20,21,

22,23,24,25,26,27,28,29,30,31
Bit Stuffing: No
Maximum Transmission Unit: 8192
Administrative Status: Up

Operational Status: Up
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show Iport statistics [ ifnum |

This command displays logical port statistics, including the number of frames
transmitted and received. It also provides information about errors, if applicable.

> show Iport statistics 1

Receive Transmit
Frames: 890 825
Octets: 92064 59852
Discards: 0 0
Errors: 0 0
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show pport attributes [ pport id ]

This command displays information about the physical port you specify. The physi
port id is made up of the slot number and physical port number.

> show pport attributes 3.1

Slot: 3
Port: 1
Configured Port Type: ulo Actual Port Type: ulo

Configured Interface: V.35 Actual Interface Type: V.35

Administrative Status: Up Data Rate: 64000
Operational Status: Down Clock Source: DCE
Link Down Reason: NONE
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show pport statistics [ pport id ]

This command displays physical port statistics including the number of frames
transmitted and received. It also provides information about errors, if applicable.

> show pport statistics 8.8

Receive Transmit
Octets: 302687 992145
Frames: 3680 3689
Discards: 0 0
Errors: 0 0
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show pvc statistics [ interface.dlci ]

This command displays statistics for the specified circuit. Use the interface index
(ifnum) and dlci to specify the circuit.

> show pvc statistics 6.241

Receive Transmit
Octets: 20018376 0
Frames: 119155 119158
DE Frames: 0 0
ODE Frames: 0 118742
DE Octets: 0 0
ODE Octets: 0 0
FECN: 118739 118817
BECN: 118814 20018880
Discards: 0 -
Lost Frames: - 0
DE Frames Lost: - 0
ODE Frames Lost: - 0
Lost Octets: - 0
DE Octets Lost: - 0

ODE Octets Lost: - 0
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Receive and Transmit Counters

These statistics are the receive and transmit counters for the following items:
Octets— The number of bytes.

Frames— The number of frames.

DE Frames— The number of Discard Eligible frames.

ODE Frames— The number of Over Discard Eligible frames.

DE Octets— The number of Discard Eligible bytes.

ODE Octets— The number of Over Discard Eligible bytes.

FECN — The number of Forward Explicit Congestion Notification frames.
BECN — The number of Backward Explicit Congestion Notification frames.
Discards— The number of frames discarded (receive only).

Lost Frames— The number of frames lost (transmit only).

DE Frames Lost— The number of lost Discard Eligible frames.

ODE Frames Lost— The number of Over Discard Eligible frames lost.

Lost Octets— The number of lost bytes.

DE Octets Lost— The number of lost Discard Eligible bytes.

ODE Octets Lost— The number of lost Over Discard Eligible bytes.
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show pvc attributes [ interface.dlci ]

This command displays information about the specified circuit. Use the interface
index (ifnum) and dici to specify the circuit.

> show pvc attributes 6.241

Src Interface: 6

Src DLCI: 241
Priority: 1
Commited Info Rate: 5000
Commited Burst Size: 5000
Excess Burst Size: 0

Dst node ID: 2

Dst Interface: 8

Dst DLCI: 241
Type of Service: 1
Discard enable: 0 (Off)
Admin Status: 2 (Active)
Creation time: 0

Last change: 0

PVC state: 6 (Active)
DCE state: 2
DTE state: 2

DTE status: 2
Receive ready: 0
Interface state:

Data flow: 1
Operation status: 2 (Active)
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Attributes

Src Interface — The source interface index (same as Il or ifnum).

Src DLCI — The source DLCI index (same as DD).

Priority — The PVC'’s configured priority.

Commited Info Rate — The Committed Information Rate (CIR) for this PVC.
Commited Burst Size— The Committed Burst (Bc) Size for this PVC.
Excess Burst Size— The Excess Burst (Be) Size for this PVC.

Dst Node ID— The PVC destination node identifier.

Dst Interface — The PVC'’s destination interface index (ifnum).

Dst DLCI — The PVC'’s destination DLCI.

Type of Service— The PVC service type.

Discard Enabled— Discard enabled is 1(On) or 2(Off).

Admin Status — Admin status is 2(On) or 1(Off).

Creation Time — The amount of time since the switch booted up prior to the PVC
creation (zero if the PVC was initialized out of PRAM).

Last Change— The amount of time since the switch booted up prior to the last
change to the PVC (zero if the PVC is unchanges since the last boot).

PVC State— The internal PVC state.

DCE State— The end-to-end state.

DTE State— The endpoint state.

DTE Status— The endpoint status.

Receive Ready— The PVC is capable of receiving frames (In Flow).
Interface State— The state of the interface of the PVC.

Data flow — The PVC is capable of forwarding frames.

Operational Status— The external PVC state.
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show rip route

This command displays information about the routing information protocol route.

> show rip route

Dest Mask Next_hop Cost Age
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show rip statistics
This command displays information about the routing information protocol statistic
> show rip statistics

RIP is enabled on 1 interfaces

Send Host Routes is enabled.

# Pkts Received: 4413 # Pkts Transmitted: 850

# RxRequests: 25 # TxRequests: 1
# RxResponses: 4388 # TxFullUpdates 849
# RxTraceONs: 0 # TxPartUpdates: 0
# RxTraceOFFs: 0

# RxOthers: 0

# RxBadVers: 0

# RxBadResps: 3

# RxBadNets: 9497

# FlashSched: 0
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show smds area

This command displays SMDS path information for the current switch using SMD:!
NPA-NXX Numbers.

>show smds area

SMDS NPA-NXX Numbers discovered through OSPF

Node IP Address: 152.148.56.2

NPA-NXX
00020401
00021001
00021002
00011401
00011402
00040401
00040402
00030800

Destination_Node
152.148.56.2
152.148.56.2
152.148.56.2
152.148.56.1
152.148.56.1
152.148.56.4
152.148.56.4
152.148.56.3

VP_Index
0000
0000
0000
0002
0002
0004
0004
0002

VP_Slot
0
0
0
4
4
11

11
11

This command provides an alternate view of SMDS path information. NPA-NXX
Numbers show the area numbers that are defined on remote nodes. For example,

00011401 is defined on switch 152.148.56.1.

e TheVP_Indexcolumn shows the Virtual Circuit setup for each of these switche:s
There is a virtual circuit entry in both the CP and the IOP.

» TheVP_Slotshows the outgoing IOP slot (i.e. the trunk card) that is used for th
virtual circuit.

numbers are defined locally on this switch.

> | If the VP_Index and VP_Slot fields equal zero (0), then the NPA-NXX
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show smds addr

This command displays the SMDS slot option address along with any specified
parameters from the following list.

>show smds area  slot address parameter
Where:
slot— is value from 3 through 16 that indicates the slot number.
address— is the specified address structure.

parameter — is one of the parameters from the following list.

Parameters

The following list describes each of the parameters for the show smds addr conso
command.

ia — displays the individual address.

ga— displays the group address.

aa— displays the alien address.

dia — displays the distributed individual address.
opt — displays the optimum address.

fdr — displays the feeder address.

Examples

show smds addr 8

Displays all addresses in the hash table on slot 8.

show smds addr 4 ia

Displays all individual addresses defined in slot 4.

show smds addr 3 ga
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Displays all group addresses defined in slot 3.

show smds addr 11 dia
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show smds ga_area

This command displays the SMDS group address area.

>show smds ga_area slot “nodeid”
Where:
slot— is the specified slot number.

address— is the specified address structure.

> To determine interface information for a destination node, use the show
smds path command. See page A-45 for details.

Examples
Example 1

The following example displays all group address areas for the specified slot.
>show smds ga_area 3
it ----- SMDS Ga Area Table (at 0x90341940)--

————— All Ga Areas  -----
00000000-00800999
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Example 2

The following example displays the group address area for the specified node IDs
Node IDs must be entered in quotation marks.

>sh smds ga_area 3 "00000000" "00800999"

————— smdsi_ga_area object -----(at 0xX9063AB60)
next_p = 0x00000000

GaArea = 0x0000000000800999

GaNodeCount = 1

pNextNode = 0x9063A6D0

----- DestNodelds for this Area -----

258
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show smds path

This command displays the SMDS path information with respect to the current swi
(152.148.56.2).

>show smds path

SMDS Virtual Paths setup through OSPF
Node IP Address: 170.170.170.1

Destination_Nod VCi VP_Index Hop Interface
e d (CP,1I0P) VP_Slot Lport Count Path
170.170.170.2 000B 0026,000B 4 0166 0001 358

 TheDestination Nodeolumn shows all switches which are accessable from the
current switch.

e TheVC_ID column shows the Virtual Circuit Identifier in the IOP card from
which the virtual circuit is initiated.

e TheVP_Indexcolumn shows the Virtual Circuit setup for each of these switche:s
There is a virtual circuit entry in both the CP and the IOP.

» TheVP_Slotshows the outgoing IOP slot (i.e. the trunk card) that is used for th
virtual circuit.

» ThelLport shows the logical port ID of the trunk port from which the virtual
circuit is set up.

e TheHop Countindicates the number of hops from this node to each of the
destinations.

* Thelnterface Pattshows the intermediate logical port IDs the virtual circuit
setup.

Diagnostic and Troubleshooting Guide for B-STDX/STDX




B-STDX Console Commands "
ASCEND

show smds scrn

This command displays the SMDS screen map and information about the SMDS |
structure.

>show smds scrn slot [if] [ia or ga]
Where:
if — Specifies an interface number for a specified slot.
slot— The specified slot number.
ia — A specified individual address.

ga— A specified group address.

Examples
Example 1

The following example displays all SMDS DXI interface numbers for slot 3.
show smds scrn 3
System2## ----- SMDS Ink & addr screen Response -----

----- Logical port table at 0x902BE7CO -----

————— smds dxi_sni if_ nums -----
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Example 2

The following example displays the SMDS link structure for interface number 5 in
slot 3.

show smds scrn 3 5

System2## ----SMDS Ink & addr screen Response----
Link switch structure at 0xX902BE7D4
--smds_Ink object (at 0x9045D670--

ssi_Ink_p = 0x00000000 next_smds_Ink_p = 0x00000000
ssi_node = 0 ssi_log_slot= 0 ssi_slot = 0
ssi_if_ num = 0 ssi_vp_index = 0 ssi_vp_slot = 0
scrn_id = 1 pr_flags = 0 flags = 0
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Example 3

The following example displays the SMDS individual address screen map structur
for interface number 5 in slot 3. Note that each address has an associated addres
assigned by the CascadeView NMS.

show smds scrn 3 5 ia

System2## ----SMDS Ink & addr screen Response----
Link switch structure at 0xX902BE7D4
-—-- |A & AlA ids in screen map (at 0x9045D68A)----
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show smds trace

This command provides SMDS frame trace information. The command enables yo
verify whether or not specified frames are entering the switch. If the frames are
entering the switch, the system saves the header.

After reception or transmission of an SMDS frame, the system checks the trace fla
you have set the flag tff, no trace logic is used and the frame continues with the
processing. If it is set ton, the tracing routine is called.

By default, the trace logic saves all frame headers.If any of the options (da, sa, or
are turned on, logic for that function is invoked and if the frame header meets the
criteria set in the trace variables, the header is saved.

There are three different usages for this console command.

Usage 1 — Resetting the Trace Filters

The first usage enables you to turn tracing on or off or to reset the trace filters. Th
format for this use of the command follows:

>show smds trace slot [on|off|reset]
Where:
slot— is the specified slot number.

on— Indicates that tracing is on. All frame headers are saved and the system disp
a response to indicate that tracing is on.

off — Indicates that tracing is off. Trace filters are cleared when tracing is set to of

reset— Clears the contents of the trace area to zeroes.
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Usage 2 — Selectively Narrowing Traffic Tracing

Use the following command after you turn tracing on. This usage of the SMDS tra
command enables you to compare the destination or source address of a frame th
trace logic has saved and compares the frame to a specified parameter.The formze
this use of the command follows:

>show smds trace slot [da|salif] ( param)
Where:
slot— The specified slot number.
da — Sets the SMDS trace 16-digit destination address value for a specified slot.
sa — Sets the SMDS trace 16-digit source address value for a specified slot.

if — Specifies an interface number for a specified slot. This parameter cannot be
if you are performing cell bus tracing.

param— The value of the destination address, source address, or interface numbe
tracing is turnean, the trace utility compares the parameter value to the fratage’s
sa orif (depending on what the command specifies). If the valde, &g, or if

matches the specified parameter, the frame header is saved. A destination addres
source address must be entered in quotation marks. Interface numbers are entere
without using quotation marks. For example, to specify a trace on a destination
address, you would enter the following command:

sh smds trace 3 da "C15089522600FFFF"

To specify a trace on an interface number , you would enter the following commar

sh smds trace 3 if 12

> If you have two or more levels of tracing turned on, you must turn the
tracing off (using the trace off command) so that you can perform the trace
at a broader level.
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Usage 3 — Showing Saved Output

>show smds trace slot dump [1]2]
slot— The specified slot number.

dump 1— Displays what the trace logic has saved for incoming frames on a specif
slot.

dump 2 — Displays what the trace logic has saved for outgoing frames on a specif
slot.
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Usage 4 — Cell Bus Tracing

This usage enables you to turn cell bus tracing on. The format for this use of the
command follows:

>show smds trace slot [da|sa] cell
Where:
slot—The specified slot number.
cell — Specifies that cell bus tracing should be turned on.
da — Sets the SMDS trace 16-digit destination address value for a specified slot.

sa — Sets the SMDS trace 16-digit source address value for a specified slot.

> If the interface filter is on when the cell bus tracing is also on, the outgoing

dump will be invalid. The interface must be cleared. Turn of f the trace first
(using the show smds trace off command), then turn it on. After these
tasks are complete, you can enable cell bus tracing.
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Examples

Example 1

The following example specifies that all frames wil be traced on slot 3 and that the
system should display the trace results.

>show smds trace 3 on

System2## ----- SMDS Trace Response -----

Tracing on

>show smds trace 3 dump 1

System2## ---- SMDS Trace Response -----

————— Traced clin smds frames -----

0503000000000408C15089522600FFFFC16034379600FFFF000300000300010(
000000000000

05030000000002DCE18009990001FFFFC15089522602FFFF00030000030001C
000000000000

0503000000000408C15089522600FFFFC16034379600FFFF000300000300010(
000000000000

0503000000000340E18009990001FFFFC15089522602FFFF000300000300010(
000000000000

05030000000003A4E18009990001FFFFC15089522602FFFF000300000300010
000000000000

0503000000000408C15089522600FFFFC16034379600FFFF0003000003000101
000000000000

0503000000000408E18009990001FFFFC15089522602FFFF000300000300010(
000000000000
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0503000000000408C15089522600FFFFC16034379600FFFF000300000300010(
000000000000

0503000000000214E18009990001FFFFC15089522602FFFF000300000300010(
000000000000

0503000000000278E18009990001FFFFC15089522602FFFF000300000300010(
000000000000
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Example 2

The following examples display the results of the tracing for a specified destinatiol
address on slot 3.

>sh smds trace 3 da "C15089522600FFFF"

Nashua2## ----- SMDS Trace Response -----

Tracing on da C15089522600FFFF|

>sh smds trace 3 dump 1

Nashua2## ----- SMDS Trace Response -----

————— Traced clin smds frames -----

0503000000000408C15089522600FFFFC16034379600FFFF000300000300010(
000000000000

0503000000000408C15089522600FFFFC16034379600FFFF000300000300010(
000000000000

0503000000000408C15089522600FFFFC16034379600FFFF000300000300010(
000000000000

0503000000000408C15089522600FFFFC16034379600FFFF0003000003000101
000000000000

0503000000000408C15089522600FFFFC16034379600FFFF0003000003000101
000000000000

0503000000000408C15089522600FFFFC16034379600FFFF000300000300010(
000000000000

0503000000000408C15089522600FFFFC16034379600FFFF0003000003000101
000000000000
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0503000000000408C15089522600FFFFC16034379600FFFF000300000300010(
000000000000

0503000000000408C15089522600FFFFC16034379600FFFF000300000300010(
000000000000

0503000000000408C15089522600FFFFC16034379600FFFF000300000300010(
000000000000
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Example 3

The following examples display the results of the tracing for a specified destinatiol
address on slot 3.

>show smds trace 3 cell

Nashua2## ----- SMDS Trace Response -----

Cell bus tracing on

Note that if you were to use the dump option with the show command, you must u
only thedump 2option. The reason for this is that the cell bus captures outgoing
traffic. (Thedump loption is for ingoing traffic, thedump 2option is for outgoing
traffic).
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show smds statistics

This command provides SMDS frame trace statistics on incoming and outgoing D
SNI and SSI FDR ports. This command does not support the update of statistics c
trunk ports.

As each frame is processed on the DXI/SNI or SSI/FDR port, the system increme
the appropriate individual address and group address counts (frames and bytes).
counts are increment prior to SIP3 frame statistic updates. On low speed cards, tf
byte counts increment for each BTU whereas on the high speed, the whole frame
available during process and the byte counts are updated immediately. The reaso
this is that byte counts may not be totally accurate if the command is issued when
a fraction of the BTU'’s for this frame have been processed.

>show smds statistics  slot [parameters]
Where:
slot— is the specified slot number.

parameters— are the parameters in the following list.

Parameters

The following list describes each of the parameters that you can use to set SMDS 1
variables.

all — Displays the SMDS statistics for all SMDS logical ports available on this IOF

if_num — Displays the SMDS frame statistics for the specified interface number.
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Examples
Example 1

The following example displays statistics for slot 3, interface number 5.

>show smds statis 3 5

Nashua2##  ----- SMDS statistics Response -----
————— logical_port (at 0x8000A650) -----

ia_frames ia_bytes ga frames ga bytes %ia %ga
Incoming| O | 0| 2523| 1624980|  0.00|100.00
Outgoing| O] 0] 0] 0|  0.00]|0.00
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Example 2

The following example displays statistics for all logical ports on slot 3.

>show smds statis 3 all

Nashua2## ----- SMDS statistics Response -----

ia_frames ia_bytes ga_frames ga_bytes %ia %ga

if: 3

Incoming| 1454 | 1517976 | 0] 0]100.00| 0.00
Outgoing| 1454 | 1517976 | 0] 0] 100.00| 0.00
if: 4

Incoming| O] 0] 0] 0] 0.00] 0.00
Outgoing| O | 0] 0] 0| 0.00] 0.00

if: 5

Incoming| O | 0| 2683| 1727488 0.00|100.00
Outgoing| 0| 0] 0] 0| 0.00] 0.00

if: 6

Incoming| O] 0] 0] 0] 0.00] 0.00
Outgoing| O | 0] 0] 0| 0.00] 0.00

Diagnostic and Troubleshooting Guide for B-STDX/STDX




B-STDX Console Commands "
ASCEND

show software (all)

This command lists all cards and software information running on each card.

> show software (all)

Slot  Type Redund SW Software ID  Date
Revision

1 CP-BAS Active 04.01.00.00 03-BO00001 20-Nov-1995.17:16:1
IC C3 8

2 CP-BAS Standby 04.01.00.00 03-B00000120-Nov-1995.17:16:1
IC C 8

5 UlO-8 Active 04.01.00.00 03-Q000001 16-Nov-1995.15:41:3
AD 8

6 UlO-8 04.01.00.00 03-Q000001 16-Nov-1995.15:41:3
Standby AD 8

15 HSSI-2  Active 04.01.00.00 03-B00000020-Nov-1995.11:17:0
FA 6
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show software card [ slot_ number ]

This command shows software information (more details in debug mode) running c
particular card. This example displays information for the card in slot 1.

> show software card 1

CP Application Image -- For Internal Distribution Only
Copyright (c) 1991-1995 Cascade Communications Corporation

Software Revision: 04.01.00.00
Software ID: 03-B000001C3
Image generated: 20-Nov-1995.17:16:18
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show software flash

This command shows all software in the CP’s flash memory.
> show software flash

Active CP Software:
Part # Revision Size Description
7000900100 3.02.07.00 149961  CP Boot FLASH
7000910100 4.01.00.00 425028 CP Application [03-B0O00001C3]
574989 Total
7000910200 4.01.00.00 394590 IOPA Application [03-Q000001AD]
7000900200 3.01.11.08 122984  IOPA Boot Flash
517574 Total
7000914600 4.01.00.00 329270  IOPB Application [03-BOO000FA]
7000904600 4.01.00.00 159591  IOPB Boot FLASH
488861  Total
Standby CP Software:
Part # Revision Size Description
7000900100 3.02.07.00 149961  CP Boot FLASH
7000910100 4.01.00.00 425028  CP Application [03-B000001C3]
574989  Total
7000910200 4.01.00.00 394590  |OPA Application [03-Q000001AD]
7000900200 3.02.00.00 122913  IOPA Boot FLASH
517574 Total
7000914600 4.01.00.00 329270  IOPB Application [03-BOO000FA]
7000904600 4.01.00.00 159591  IOPB Boot FLASH
488861  Total
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show system

This command displays general system information and status.
> show system

Switch Name: 92

System Desc: Cascade Communications Corporation B-STDX 9000
Model: 651-09000-00

Location:

Contact:

System State: Active

Uptime: 1 hours 17 minutes 12 seconds
Serial Number: 0040FB01016 Internet IP Addr: 150.150.50.2

6
Hardware Rev: 01.00.00 Ethernet IP Addr: 192.9.200.174
EPROM Rev: 03.01.00.00 Network Wide Addr: 150.150.50.0
Software Rev: 03.01.01.02 Network Mask: 255.255.255.0

Slot  Type State  SW Rev HW Rev EPROM Serial #

1 CP Active 03.01.01.02 01.00.00 03.01.00.00 0040FB0101
66

3 V35-8 Active 03.01.01.02 02.00.00 03.01.00.00 0040FB0102
DD

4 V35-8 Active 03.01.01.02 02.00.00 03.01.00.00 0040FB0102
DE

8 V35-8 Active 03.01.01.02 01.00.00 03.01.00.00 0040FB0101
01
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12 V35-8 Active 03.01.01.02 02.00.00 03.01.00.00 0040FB0103

10
14 FT-4-2 Active 03.01.01.02 02.00.00 03.01.00.00 0040FB0102
4 C3
15 FT-4-24 Active 03.01.01.02 02.00.00  03.01.00.00 0040FB0102C2
16 V35-8 Active  03.01.01.02 02.00.00  03.01.00.00 0040FB0102D8

show tcp

This command displays basic counters on TCP (Transmission Control Protocol) s
as the number of TCP connections requested and the number of TCP connection:

denied.
> show tcp
Receive Transmit
Packets 0 0
Retransmissions - 0
TCP Connections Counts
Connections Requested: 0
Connections Accepted: 0
Connections Failed: 0
Connections Reset: 0
Current Connections: 0
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show udp

This command displays counters on UDP (User Datagram Protocol), such as the
number of UDP packets transmitted and received and the number of errors that

occured.
> show udp
Receive Transmit
Datagrams: 747 1181
Errors: 0
No Ports: 0
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show users

This command displays users currently logged on to the switch through console o
telnet.

> show users

user location time

your name console 14 minutes 21 seconds
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DEBUG ACCESS LEVEL GRANTED.

#i << DEBUG PROMPT
Table A-2. Debug Commands

Command
set?

reset ?

reset pram <slot>

reset system

reset pport <slot.port>
reset Iport <interface>
reset pvc <interface.dlIci>

install

disable [master]
telnet <host> [term]
heapwalk

dump

mb

modify

cell

Description
Set parameters

Reset PRAM, system, pport, Iport, or pvc

Invoke installation procedure
(You should only use this command to bring
the switch to a readable state from the NMS.)

Return to normal read-only mode
Telnet to another switch

Check heap

Dump memory contents

Modify a byte in memory

Modify a word (4 bytes) in memory

Enter low level debug
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SMDS Billing Console Commands

This sections describes the colescommandshat you can use f&8MDS Billing. For
more infamation, refetto theSMDS Billing SystenmAdministator’s Guie.

show billing

This commau shows the curren stat of SMDS billing, including information on the
current Aggegation Period andsage datfile transfer status

1 SMDS Billing Stat

2
3
4

10

11
12
13
14

15

>sho w billing

us: (Billing is
State: Idle
Adjunc t Processor

Aggreg ation Period Ends

Daily  Audit Processing

Next Us age Data Collection
Usage data staging
Size of usage data staging

Lastu nsched upload fro m
IOP

Unsche d IOP uploads
reques ted

VCC re ad errors

Record s sent to AP:

Usage r ecord creation
failure

UDF re ached capacity

enabled)

152.148.30.19

l1hr2min20s
16:00:00)
Enabled (Nov 2
00:00:00)
12 3 sec
0x9039adb0
124576 0 (Last read=
:0
0 (Failed : 0)
0
0 Total fo
0 Total fo
0 Total fo
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16
17
18
19

Counter overflow warnings : 0 Total for day : 0
File transfer successes : 23
File transfer failures : 0

Primary UDF is in use.

Lines 1 through 11 present the state of the system.

Line 1 indicates whether SMDS billing is enabled or disabled on the switch.

Line 2 gives the state of the SMDS billing system. In the example, the Billing

System on the CP is enabled, but idle,(i.e., it is not in the process of collecting
usage data from the IOPs or transferring data to the Adjunct Processor.) Billin
data is, however, being measured at each DXI/SNI for which billing is enabled

Line 3 indicates the IP address of the Adjunct Processor.

Line 4 indicates the time remaining in the current aggregation period, including
the starting and end-time of the period.

Line 5 indicates if daily audit reconciliation processing is enabled, including the
reconciliation period.

Line 6 indicates the number of seconds until the next poll of the IOPs for billing
data (used for debugging).

Line 7 is used for debugging only.
Line 8 is used for debugging only.

Line 9 gives the slot number of the last IOP which requested an unscheduled
upload of usage data to the CP; a non-zero number indicates that an IOP's bil
data store reached capacity before the next scheduled upload to the CP.

Line 10 indicates the total number of unscheduled IOP upload requested recei

Line 11 is used for debugging; a non-zero count indicates that the CP is havin
trouble uploading billing data from one or more I0Ps.
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Lines 13 to 16 present statistics on the operation of the system; these statistics car
be viewed through CascadeView/UX. The first count is the number of occurrences
the event during the current aggregation period; the second count is the total for tl
current day (since 00:00:00).

Line 13 indicates the number of usage records that have been sent to the AP.
Line 14 indicates the number of times the CP failed to create a usage record.

Line 15 indicates the number of times the usage data store on the CP reachec
capacity.

Line 16 indicates the number of times a usage data counter overflow conditior
was detected (and the associated record was closed).

Lines 17 and 18 indicate the state of usage file transfers to the Adjunct Processor
Additional information is displayed during a file transfer (see next example).
Additional information is also available from the SHOW BILLING FTP command.

Line 17 indicates the total number of successful usage file transfers to the AdjL
Processor.

Line 18 indicates the total number of failed usage file transfer attempts to the
Adjunct Processor.

Line 19 indicates which usage data store is currently in use, either the Primary
Secondary.
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Example 2

This example captures the SMDS Billing System when it is uploading usage data fi
an IOP and also performing a Usage Data store transfer to the Adjunct Processor

> show billing

1 SMDS Billing Status: (Billing is enabled)

2  State: Polling I0OPs for Usage Data
3 End of Aggr Period; Primary UDF transfer in progress
4  Adjunct Processor : 152.148.30.19
5  Aggregation Period Ends : 1 hr 59 min 54 sec(20:00:00 - 22:00:00)
6  Daily Audit Processing : Enabled (Nov 20 00:00:00-Nov 21
00:00:00)
7 Next Usage Data : 29 sec
Collection
8 Usage data staging : 0x9039ae70
9  Size of usage data staging 245760 (Last read = 12288 hytes)
10 IOP currently being : 5
processed
11 Last unsched upload from : 0
IOP
12 Unsched IOP uploads : 0 (Failed : 0)
requested
13 VCC read errors : 0
14 Records sent to AP : 25 Total for day : 125
15 Usage record creation : 0 Total for day : O
failure
16 UDF reached capacity : 0 Total forday : O
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17
18
19
20

21
22
23

Counter overflow warnings 0 Total for day : O

File transfer successes ; 221

File transfer failures : 0

File being transferred : bs A SMDS.152.148.177.2.20Nov95200
000

Current FTP error retries : 1

Current FTP retry time : 1 sec

Secondary UDF is in use.

Lines 2 gives the state of the system, indicating that
— Usage data is being collected from the I0Ps (Polling IOPs for Usage Data

— The current aggregation period has ended and the Primary Usage Data stc
being transferred to the Adjunct Processor.

Lines 9-10 indicates that usage data from the IOP in slot 5 is currently being
uploaded and aggregated into the current Usage Data store. Line 9 indicates 1
12288 out of 245760 bytes have been uploaded from IOP 5 (and that 233472 b
have yet to be transferred).

Lines 17-20 indicate the state of the Usage Data store transfer. The name of tl
data store being transferred is given in line 20; this is the name of the file that v
be created at the AP.

Lines 21 and 22 provide information on the number of attempts to transfer the
given file.

Line 23 indicates that the Secondary Usage Data store is in use; this is becaus
Primary data store is being transferred to the Adjunct Processor.
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show billing udf

This command shows the current state of the two SMDS Billing Usage Data Store
(sometimes referred to as Usage Data Files, or UDF). This command is primarily u
for debugging purposes, but it does provide usage information pertaining to the
number of usage records in the data stores.

> show billing udf

1 Primary UDF is in use.
2
3 Primary UDF: (bof) 0x50800400 (eof) 0x508ce000 (842752 bytes 823 KB)

4 Record Table:

5 Base addr 0x50810434 End 0x508ce000 Length 777164 bytes (758 KB)
6 Resident: 0 records Free Ptr: 0x50810434 (777164 free bytes)
7 Longest hash chain: 0 entries (in bucket 0)

8 Lookup Table (base address 0x50800434):

9 Capacity: 8192 entries Resident: 0 entries
10 Longest hash chain: 0 entries (in bucket 0)
11

12 Secondary UDF: (bof) 0x508ce000 (eof) 0x50900000 (204800 bytes 200 KB)

13  Record Table:

14 Base addr 0x508d6034 End 0x50900000 Length 171980 bytes (167 KB)
15 Resident: 0 records Free Ptr: 0x508d6034 (171980 free bytes)
16 Longest hash chain: 0 entries (in bucket 0)

17  Lookup Table (base address 0x508ce034):
18 Capacity: 4096 entries Resident: O entries

19 Longest hash chain: 0 entries (in bucket 0)

e Line 1 indicates if the Primary or Secondary usage data store is in use.
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The next two groups show the state of the Primary and Secondary usage data
(lines 3-10 and 12-19). An SMDS Usage Data store contains two objects: a
Record Table which contains the SMDS usage records, and an E.164 address
Lookup Table, which contains E.164 addresses. The output gives the number
records and addresses contained in each object, the address of each object al
amount of space available to store additional billing data.

Lines 6 and 15 indicate the state of the record table, including the number of
records currently in the table and the amount of available space remaining.

Lines 7 and 16 provide performance measurements that are used for debuggi
the system.

Lines 9 and 18 indicate the state of the E.164 address lookup table, including
size of the table (e.g., 8192 addresses in the Primary) and the number of addre
currently in the table.

Lines 10 and 19 provide performance measurements that are used for debugc
the system.
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show billing ftp

This command shows the state of the file transfer task that performs Usage Data ¢
transfers from the billing system on the switch to the Adjunct Processor. This
command provides useful information that can be used to troubleshoot the systen
when the switch is having problems transferring Usage Data stores to the Adjunct
Processor.

The output shows the state of the file transfer task, either Idle or Busy, where Bus
indicates that a file transfer is being attempted or is in progress.

The counts are defined as follows:

Transfers requested The number of file transfers requested since the |last
reboot of the system.

Successful transfers The number of successful file transfers.

Failed transfers The number of file transfers that have failed, due o a

network failure, rejection by the Adjunct Processor pr
the absence of a route to the Adjunct Processor.

Requests denied (busy) The number of file transfer requests that were denie
due to the file transfer task being in the Busy state.

Protocol errors The number of file transfer protocol errors.

The TCP connection error counts categorize any TCP/IP related errors that have
occurred during a file transfer.

The non-zero Net Unreachable count shown below indicates that a path to the Adj
Processor does not exist. If this count is non-zero (and usage data file transfer fail
are occurring), verify that an NMS Path to the Adjunct Processor exists; also verify
that the Adjunct Processor has a route to the switch.
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The Connection Refused count will increment when billing is disabled on the Adjur
Processor (or billing software has not been installed). In this case, the AP softwar:
does not accept a file transfer from the switch.

> show billing ftp

FTP state: Idle
Transfers requested 1 68
Successful transfers :0
Failed transfers : 68

Requests denied (busy) :0

Protocol errors 10

TCP connection error counts:

Sys Err 0 Net Unreachable : 68
Conn Timeout 0 Conn refused :0
Port In Use 0  Unknown error :0
Dropped conns 0 (possibly dropped)
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STDX 6000 Console Commands

The commands listed in this section apply to the STDX 3000/6000 Frame Relay
release.

» To display a list of available commands, type ‘?’

>?
CONFIGURATION CONSOLE COMMANDS:

get <oid>
next <oid>

> For get & next, the following OID shorthand prefixes can be used:

std, system, interface, ip, icmp, udp, snmp,
dsl, frx, net, ase, node, pport, Iport, ckt

ping <[ip address]>

bye, end, exit or quit

« To go into master or debug mode:
login [master|debug]

> login debug

Password:

DEBUG ACCESS LEVEL DENIED.

> login master

Password:

MASTER ACCESS LEVEL GRANTED.

e snmp get
get <oid>

example 1: get1.3.6.1.2.1.1.1.0
example 2: get node.10.0
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e snmp set

set <oid> <<integer> | <asn.1>| <"string”> | <[ip
address]>>

example: set node.1.0 [152.148.100.1]

* snmp next

next <oid>
example: next node
e change community hame

e set community<0-7> <“read-only community name”>
set community<0-7> <“master community name”> <[master ip
address]>

> | You can only specify one master community.

« To test reachability of an IP node:
ping <[ip address]>

* To exit from the console:

bye, end, exit or quit

» To clear the configuration:

reset pram

« To restart the system:

reset system
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» To read directly from and write directly to memory:

mb <address> | <address#bytes>(modify one byte)
modify <address> | <address#words>(modify a 4-byte word)
dump [[address] | [address#length]](dump memory contents)
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DS3 and DS1 Statistics

This appendix lists and describes the DS3 and DS1 current, interval, and total
statistics and variables.

DS3 Statistics and Variables

This section lists and describes the DS3 current, interval, and total statistics and
variables.
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DS3 Current Statistics

DS3 Current Statistics provide up-to-date statistical information for the current
15-minute intervalTable B-1lists and describes the DS3 current statistics and

variables.

Table B-1. DS3 Current Statistics and Variables

Variable

Displays

Index

The index value that identifies this entry’s
DS3 interface.

P-bit Errored Seconds

The number of P-bit Errored-Seconds
encountered by a DS3 interface in the currg
15-minute interval.

P-bit Severely Errored
Seconds

The number of P-bit Severely Errored
Seconds encountered by a DS3 interface in
current 15-minute interval.

Severely Errored Framing
Seconds

The number of Severely Errored Framing
Seconds encountered by a DS3 interface in
current 15 minute interval.

2Nt

the

the

Unavailable Seconds

The number of Unavailable Seconds
encountered by a DS3 interface in the curre
15-minute interval.

2Nt

Line Coding Violations

The number of Line Coding Violations
encountered by a DS3 interface in the currg
15-minute interval.

2Nt

P-bit Coding Violations

The number of P-bit Coding Violations (PC
encountered by a DS3 interface in the currg
15-minute interval.

V)
2Nt

Line Errored Seconds

The number of Line Errored Seconds
encountered by a DS3 interface in the currg
15-minute interval.

2Nt
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Table B-1. DS3 Current Statistics and Variables (Continued)

Variable

Displays

C-bit Coding Violations

The number of C-bit Coding Violations

encountered by a DS3 interface in the current

15-minute interval.

C-bit Errored Seconds

The number of C-bit Errored-Seconds

encountered by a DS3 interface in the current

15-minute interval.

C-bit Severely Errored
Seconds

The number of C-bit Severely Errored
Seconds encountered by a DS3 interface in
current 15-minute interval.

DS3 Interval Statistics

the

DS3 Interval Statistics provide statistical information on the last 24 hours of
operation. The last 24 hours are broken down into 96 completed 15-minute interv
Table B-2lists and describes the DS3 interval statistics and variables.

Table B-2. DS3 Interval Statistics and Variables

Variable

Displays

Interval Number

A number between 1 and 96 (1 is the mos
recently completed interval).

Index

The index value that identifies this entry’s
DS3 interface.

P-bit Errored Seconds

The number of P-bit Errored-Seconds
encountered by a DS3 interface in one of th
previous 96 (individual 15 minute) intervals.

P-bit Severely Errored
Seconds

The number of P-bit Severely Errored
Seconds encountered by a DS3 interface in
one of the previous 96 (individual 15 minute
intervals.

e

~—

Diagnostic and Troubleshooting Guide for B-STDX/STDX




Table B-2.

DS3 Statistics and Variables "
ASCEND

DS3 Interval Statistics and Variables (Continued)

Variable

Displays

P-bit Severely Errored
Framing

The number of P-bit Severely Errored
Framing Seconds encountered by a DS3
interface in one of the previous 96 (individu
15 minute) intervals.

Unavailable Seconds

The number of Unavailable Seconds

encountered by a DS3 interface in one of the

previous 96 (individual 15 minute) intervals.

Line Coding Violations

The number of Line Coding Violations

encountered by a DS3 interface in one of the

previous 96 (individual 15 minute) intervals.

P-bit Coding Violations

The number of P-bit Coding Violations (PQV)

encountered by a DS3 interface in one of the

previous 96 (individual 15 minute) intervals.

Line Errored Seconds

The number of Line Errored Seconds

encountered by a DS3 interface in one of the

previous 96 (individual 15 minute) intervals.

C-bit Coding Violations

The number of C-bit Coding Violations

encountered by a DS3 interface in one of the

previous 96 (individual 15 minute) intervals.

C-bit Errored Seconds

The number of C-bit Errored-Seconds

encountered by a DS3 interface in one of the

previous 96 (individual 15 minute) intervals.

C-bit Severely Errored
Seconds

The number of C-bit Severely Errored
Seconds encountered by a DS3 interface in
one of the previous 96 (individual 15 minute
intervals.
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DS3 Total Statistics

DS3 Total Statistics provide statistical information for the sum of all intervals and tl
current intervalTable B-3lists and describes the DS3 total statistics and variables.

Table B-3. DS3 Total Statistics and Variables

Variable

Displays

Index

The index value that identifies this entry’s
DS3 interface.

P-bit Errored Seconds

The number of P-bit Errored-Seconds
encountered by a DS3 interface in the
previous 24 hour interval.

P-bit Severely Errored
Seconds

The number of P-bit Severely Errored
Framing Seconds encountered by a DS3
interface in the previous 24-hour interval.

P-bit Severely Errored
Framing

The number of Severely Errored Seconds
encountered by a DS3 interface in the
previous 24-hour interval.

Unavailable Seconds

The number of Unavailable Seconds
encountered by a DS3 interface in the
previous 24-hour interval.

Line Coding Violations

The number of Line Coding Violations
encountered by a DS3 interface in the
previous 24-hour interval.

P-bit Coding Violations

The number of P-bit Coding Violations (PG
encountered by a DS3 interface in the
previous 24-hour interval.

Line Errored Seconds

The number of Line Errored Seconds
encountered by a DS3 interface in the
previous 24-hour interval.
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Table B-3. DS3 Total Statistics and Variables (Continued)

Variable Displays

C-bit Coding Violations The number of C-bit Coding Violations
encountered by a DS3 interface in the
previous 24-hour interval.

C-bit Errored Seconds The number of C-bit Errored-Seconds
encountered by a DS3 interface in the
previous 24-hour interval.

C-bit Severely Errored The number of C-bit Severely Errored
Seconds Seconds encountered by a DS3 interface in|the
previous 24-hour interval.

DS1 Statistics and Variables

This section lists and describes the DS1 current, interval, and total statistics and
variables.

DS1 Current Statistics

DS1 Current Statistics provide up-to -date statistical information for the current
15-minute intervalTable B-4 lists and describes the DS1 current statistics and
variables.

Table B-4. DS1 Current Statistics and Variables

Variable Displays
Current Index The index value that identifies this entry’s DS
interface.
Current Errored Seconds The number of Errored-Seconds encountered by
DS1 interface in the current 15-minute interval
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Table B-4. DS1 Current Statistics and Variables (Continued)

Variable Displays

Current Severely Errored The number of P-bit Severely Errored Secondjs
Seconds encountered by a DS1 interface in the current
15-minute interval.

\"4}

Current Severely Errored The number of Severely Errored Framing
Framing Seconds Seconds encountered by a DS1 interface in the
current 15-minute interval.

Current Unavailable Seconds  The number of Unavailable Seconds encountere
by a DS1 interface in the current 15-minute

interval.
Current Controlled Slip Not Supported.
Seconds
Current Path Coding The number of Path Coding Violations
Violations encountered by a DS1 interface in the current

15-minute interval.

Current Line Errored Seconds The number of Line Errored Seconds
encountered by a DS1 interface in the current
15-minute interval.

Current Bursty Errored The number of Bursty Errored Seconds
Seconds encountered by a DS1 interface in the current
15-minute interval.

Current Degraded Minutes The number of Degraded Minutes encountered b
a DS1 interface in the current 15-minute interval.

Current Line Code Violations The number of Line Code Violations encountered
by a DS1 interface in the current 15-minute
interval.
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DS1 Interval Statistics

DS1 Interval Statistics provide statistical information on the last 24 hours of
operation.Table B-5lists and describes the DS1 interval statistics and variables.

Table B-5. DS1 Interval Statistics and Variables

Variable

Displays

Interval Index

The index value that identifies this entry’s DS
interface.

=

Interval Errored Seconds

The number of Errored-Seconds encountere
DS1 interface in one of the previous 96
(individual 15 minute) intervals.

d by

Interval Severely Errored
Seconds

The number of Severely Errored Seconds
encountered by a DS1 interface in one of the
previous 96 (individual 15 minute) intervals.

Interval Severely Errored
Framing Seconds

The number of Severely Errored Framing
Seconds encountered by a DS1 interface in on

the previous 96 (individual 15 minute) intervals.

e of

Interval Unavailable Second

D

The number of Unavailable Seconds encou
by a DS1 interface in one of the previous 96
(individual 15 minute) intervals.

ntere

Interval Path Coding
Violations

The number of Path Coding Violations
encountered by a DS1 interface in one of the
previous 96 (individual 15 minute) intervals.

Interval Line Errored Second

s The number of Line Errored Seconds

encountered by a DS1 interface in one of the
previous 96 (individual 15 minute) intervals.

Interval Bursty Errored
Seconds

The number of Bursty Errored Seconds
encountered by a DS1 interface in one of the
previous 96 (individual 15 minute) intervals.
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Table B-5. DS1 Interval Statistics and Variables (Continued)

Variable

Displays

Interval Degraded Minutes

The number of Degraded Minutes encounter
a DS1 interface in one of the previous 96
(individual 15 minute) intervals.

ed b

Interval Line Code Violations

The number of Line Code Violations encount
by a DS1 interface in one of the previous 96
(individual 15 minute) intervals.

ered

Interval Number

A number between 1 and 96, where 1 is the most

recently completed 15 minute interval.

DS1 Total Statistics

DS1 Total Statistics provide statistical information for the sum of all intervals and tl
current intervalTable B-6lists and describes the DS1 total statistics and variables.

Table B-6. DS1 Total Statistics and Variables

Variable

Displays

Total Index

The index value that identifies this entry’s DS1

interface.

Total Errored Seconds

The number of Errored Seconds encountere
DS1 interface for the sum of all intervals.

Total Severely Errored
Seconds

The number of Severely Errored Seconds
encountered by a DS1 interface for the sum of
intervals.

Total Severely Errored
Framing Seconds

The number of Severely Errored Framing
Seconds encountered by a DS1 for the sum of
intervals.

Total Unavailable Seconds

The number of Unavailable Seconds encour
by a DS1 interface for the sum of all intervals.
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Table B-6. DS Total Statistics and Variables (Continued)

Variable Displays

Total Path Coding Violations| The number of Path Coding Violations
encountered by a DS1 interface for the sum of|all
intervals.

Total Line Errored Seconds The number of Line Errored Seconds
encountered by a DS1 interface for the sum of|all
intervals.

Total Bursty Errored Seconds The number of Bursty Errored Seconds
encountered by a DS1 interface for the sum of|all
intervals.

Total Degraded Minutes The number of Degraded Minutes encountergd b
a DS1 interface for the sum of all intervals.

Total Line Code Violations The number of Line Code Violations encountered
by a DS1 interface for the sum of all intervals.
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Using Copy Database

Overview

The Copy Database utility enables you to copy data into or out of any
CascadeView/UX database. The utility copies both data and schema definitions th
represent the data. The utility does not require you to know which schema you shc
use for the new database.

Prerequisites

Before you run the Copy Database utility you must check the values for the followi
environment variables in the cvdb.cfg file:

DSQUERY
SYBASE
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The Copy Database command format enables you to specify an optional server_n
parameter that overrides the DSQUERY environment variable value. However, yol
cannot use the command format to override the SYBASE environment variable. U
the instructions in thBletwork Management Station Installation Guide

information about setting the SYBASE environment variable. You cannot access a
SYBASE server unless the server is specified in the SYBASE interface file.

Naming Conventions

The utility automatically creates a DDL script when copying data out from an existi
CascadeView/UX database. The data files and the DDL scripts are bundled into a
single tar file. (Bulk Copy generates the data files. The files only contain data. Ther
one file for each table in the database).The tar file name uses the following format

CVCOPY _existing database name_data.tar
So if you were copying a database named Boston, the tar file name would be:
CVCOPY_boston_data.tar
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Processing

Figure C-1lillustrates the process flow for the Copy Database utility when you use t
utility to copy in data.

Issue
Copy Database
Command

(Copying In)

¢

Utility checks

to see if the
database exists
on the SYBASE
server

no Copy Database

utility creates

the database schema
and copies the data.

yes

no Copy Database utility

drops the database

and recreates the database
schema using the DDL scripts
yes from the tar file and copies the
data.

Copy Database
utility stops
processing

Figure C-1.  Process Flow for Using Copy Database to Copy In
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Figure C-2illustrates the process flow for the Copy Database utility when you use t
utility to copy in data.

Issue

Copy Database
Command
(Copying Out)

¢

Utility checks

to see if the
database exists
on the SYBASE
server

Y

no Copy Database
utility stops
processing

yes

Copy Database utility reads
the schema and copies the
data out from an existing
database

Figure C-2.  Process Flow for Using Copy Database to Copy Out
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Command Format

Issue the following command to run the Copy Database utility.

cv-copydb.sh (out/in) db_name [/server_name] password
directory new_db_name [/server_name]

Where:

Parameter Specifies

in That the utility should copy in data from a saved tar file to a new
database.

out That the utility should copy out data from an existing database.

db_name One of the following depending on whether you are copying date

[/server_name] in or out:
db_name

< If you are copying data in,this is the database name that the
utility uses to find the correct tar file for the database

e If you are copying data out,this is the database that the
utility will copy.

server_name

« (Optional) When you are copying daita, the utility ignores
this parameter if theew_db_namearameter is used. If you
are copying datan, this value overrides the server name
defined in the cvdb.cfg file.

e (Optional)If you are copying dataut, this value overrides
the server name defined in the cvdb.cfg file. (The server that
you specify for this parameter must be already defined in the
SYBASE interface file)

password The password for the system administrator.

Diagnostic and Troubleshooting Guide for B-STDX/STDX




Command Format "
ASCEND

Parameter Specifies
directory One of the following depending on whether you are copying dat:
in or out:

e If you are copying data in,this is the directory where the
saved tar file is located.

e If you are copying data out,this is the directory that the
utility will copy the data files to.

new_db_name (Optional, for copying data only) The name of the new
[/server_name] database. This name must be at least six characters in length.
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Examples

cv-copydb.sh out cascview superbase /cn/home/xxx

This command causes the Copy Database utility to copy out data from an existing
database named cascview. The DSQUERY and SYBASE environment variables a
specified in the cvdb.cfg file.

cv-copydb.sh in cascview superbase /cn/home/xxx

This command causes the Copy Database utility to copy in data from a data file na
CVCOPY_cascview_data.tar, and specifies the file’s location as /cn/home/xxx.The
DSQUERY and SYBASE environment variables are specified in the cvdb.cfg file.

cv-copydb.sh in cascview superbase /cn/home/xxx testdb

This command causes the Copy Database utility to copy in data from a data file na
CVCOPY_cascview_data.tar to another database named testdb. The DSQUERY
SYBASE environment variables are specified in the cvdb.cfg file.

cv-copydb.sh out cascview/WEST11 superbase/tmp

This command causes the Copy Database utility to copy out data from an existing
database namemhscviewfrom serveMWEST11SYBASE is set according to the
environment variable specified in cvdb.cfg. The DSQUERY environment variable i
overridden by th&/EST1lparameter value.
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Errors

The following errors can result when you are using the Copy Database utility.

General Errors
Error
The SYBASE server defined in cvdb.cfg is not accessible.
Resolution

This problem can be caused by a number of factors. The most common cause is &
of space. Contact the Technical Resource Center for further information about hov
resolve this error.

Error

Cannot log in to the database server $DSQUERY. Please check your input parame
exiting now.

Resolution

The specified database does not exist in the SYBASE server. Check the database
and server name and reenter using a valid name.

Error
Cannot locate the database $DB_NAME from server $DSQUERY, exiting now.
Resolution

You have not specified a valid input database name for the db_name parameter. C
the value and reenter the command.

Error

Make sure that no one else is running cv-copydb.sh with the directory $DATA_DIR.
no one is running the utility, remove the files CVOPY_${DB_NAME}_ dbschema,
CVCOPY_${DB_NAME]} crdb and all files that have the file name prefix of
CVCOPY_BCP_${DB_NAME}, then run the utility again.
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Resolution
This error is due to one of the following problems:

e The specified database exists in the SYBASE server and is in use. You canno
copy a database while it is in use. Use the Copy Database utility at another tin

« Another user is running the copy database utility using the same directory. Yol
cannot copy a database while it is in use. Use the Copy Database utility at anc
time.

* The files specified in the error message need to be removed.

After you check and resolve the cause of the error, reissue the copy database
command.

Copy Out Errors
Error

Error discovered when running dbschema to generate schema output file. Please ¢
to make sure you have installed perl5 files and the dbschema file provided by Cast
under ${CV_ROOT} directory. Exiting now.

Resolution

The copy database utility discovered an error when generating the schema output
Check to make sure that the files specified in the message are installed.

Error
Error discovered while using bulkcopy to copy out data for tdtalble.
Resolution

Contact the Technical Support Center.
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Copy In Errors
Error
Cannot drop the database $TEMP_DB_NAME, because it is in use.
Resolution
The specified database is in use. Re-run the copy database utility at another time.

Error discovered when trying to create the database $TEMP_DB_NAME. Make sL
that you have enough device space before running the utility. The output is saved
$TMPFILEL.

Resolution

The utility discovered an error due to lack of available device space when creating
temporary database. Free the available device space and re-run the utility.

Error

Error: unable to allocate enough data space for the database. Check
CVCOPY_S${TEMP_DB_NAME]} crdb file to make sure that the data size in the
create database command is correct. Get instructions about how to change the dz
size in the CVCOPY_S${TEMP_DB_NAME}_crdb file.

Resolution
Change the data size for the database and run the utility again.
Error

Unable to allocate enough log space for the database. Check
CVCOPY_${TEMP_DB_NAME]} crdb file to make sure that the log size in the
create database command is correct. Get instructions about how to change the log
in the CVCOPY_${TEMP_DB_NAME} crdb file.

Resolution
Change the log space value and run the utility again.
Error

Error discovered when trying to create the schema for $TEMP_DB_NAME.
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Error

Fatal error discovered when trying to create the schema for STEMP. For more
information about the error, please read $TMPFILE.

Resolution

Review the $TMPFILE for more information about this error.
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